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Lecture One Outline

What is Statistics and Why do we need it?
Introduction to statistics (population, sample)
Branches of Statistics
Variables types.
Define variables.
What is SPSS.
The SPSS Environment.
Define a hypothesis.

Five-step hypothesis-testing procedure.

Null and Alternative Hypotheses.
Type | and Type Il errors.
Power of test.

One-tailed and a two-tailed test of hypothesis.
P-value.

One-Sample Tests



After studying this lesson you will be able to:
* Construct a frequency distribution

e Calculate and interpret four measures of central location: mode,
median, arithmetic mean, and geometric mean

e Apply the most appropriate measure of central location for a
frequency distribution

e Apply and interpret four measures of spread: range,
interquartile range, standard deviation, and confidence interval
(for mean)

Outline of lecture
Introduction to statistics
Some Basic Concepts,

e Statistical terms
e Statistics, data,

gopullatlon, Biostatistics,
ampe, . » Descriptive and inferential
Types of variables, statistics

Characteristics of Sigma (summation,Z)Variable Population ,Sample

Sampling and Statistical Inference) , Discrete and Continuous data

e Central value and dispersion



Why Study Statistics?

Why is statistics required in so many majors?

e The first reason is that numerical information
is everywhere.

e A second reason for taking a statistics course
is that statistical techniques are used to make
decisions that affect our daily lives. That is,
they affect our personal welfare.

e A third reason for taking a statistics course is
that the knowledge of statistical methods will

help Y' Statistical made
and gi‘ Inference 10W
they ai // \\

o doodl 4

Hypothesis
. Estimation
Testing

(Before Study) {After Study)
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1.
2.

In the " data

Data don't sleep

age ".. " data don't sleep "..

In the latest "data never Sleeps" report, there are amazing
statistics of what happens in the data world every minute:

Every minute:
Every minute:
Every minute:
Every minute:
Every minute:
Every minute:
Every minute:
Every minute:

online.

Every minute:
Every minute:

Every minute

4,497,420 Google search is done.

4,500,000 videos are watched on Youtube.

511,200 tweet is posted on Twitter.

188,000,000 emails are sent.

231,840 calls are made via Skype.

55,140 photos are posted on Instagram.

277,777 "story" is posted on Instagram.

The American people alone consume 4,416,720 gb

1,389 reservations are made via Airbnb website.
9,772 flights are booked through Uber.
: $ 162,037 transfers are made via venmo money

transfer platform.

Every minute
Every minute
Every minute

: 18,100,000 text messages are sent.
: 390,030 apps are uploaded.
: 694,444 hours of videos are watched on Netflix.



What is biostatistics

Biostatistics prowvides a framework for the analysis of
.cdata

Through the application of statistic principles to the
biologic sciences, biostatisticians are able to
methodically distinguish between true differences
among observations and random wvariations caused bvy
.chance alone

Meaning of Statistics

e IS the art of learning from data. OR

» A collection of numerical information is called statistics (plural).

« Statistics is a way to get information from data.

. Statis

. Data Information

o Statistics is the science of Learning from Data.

 The term statistics, derived from the word state, was used to refer to a
collection of facts of interest to the state.

« Statistics is defined as a branch of mathematics or science that deals with

Collecting, Organizing, Presenting, Analyzing and Interpretation of data to

assist in making more effective decisions.

o It deals with all aspects of this, including the planning of data collection
in terms of the design of surveys and experiments.




Why Study Statistics? Or Why is statistics required in so
many majors?
e The first reason is that numerical information is

everywhere.

« A second reason for taking a statistics course is that
statistir~! *~~hmicmrnn ama sinad £n smalra Aanininsms shat
affect ¢ L), \al
welfare —

e A third the
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unders =
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In the early 20th century, two of the most important areas of applied
statistics were population biology and agriculture.
Nowadays the ideas of statistics are everywhere. Public health and
medical research,
Marketing and quality control , Education, Accounting, Economics,
Meteorological forecasting, Polling and surveys, Sports, Insurance,
Social, and All research that makes any claim to being scientific.
(Tasting Tea)

Branches of Statistics

Biostatistics or Biometry. Biostatistics can be defined as the application

of the mathematical tools used in statistics to the fields of biological
sciences and me&icitENDS or TYPES OF STATISTICS

Mathematisal SRS fRS9RsI A IDit Vsl SaipAl statistics
consists of methods for organizing, displaying, and describing data
by using tables, graphs, and summary measures.

OR Methods of organizing, summarizing, and presenting data in an
informative way.

2- Inferential Statistics

consists of methods that use sample results to help make decisions or predictions about a
population.

OR The drawing of inferences (decision) about a body of data when only a part of the data is

I\lﬁl‘f\'\'f\d




What is the Difference between Descriptive and Inferential Statistics?

Descriptive

HEIGHT HEIGHT

il
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HEIGHT




How can the Inferential Statistics draw a picture” about what

"we don’t have

Population - -
Descriptive

statistics

!

INnferential
statistics

Population

Random

/+ Sample Make

Describe Inferences

k Sample
Statistics




[ Statistical Methods ]

[ Descriptive Methods ] [ Inferential Methods ]

[ univariate ] [ hivariate ][ multivariate ] [ElmllliEdtD mEﬂ"g [ ... to other statistics ]

multiple -[ 2 groups ]
regression

correlation

regression
{prediction)

position 1 anMOowva )

Inferential Statistics

|
I I l

Estimation Test of Forecasting

Nypotheses
Parameters J'

Modeling




The Development of Statistics

Historically, descriptive statistics appeared before
inferential statistics.

Censuses were taken as long ago as Roman times.
Over the centuries, records of such things as births,
deaths, marriages, and taxes led naturally to the
development of descriptive statistics.

Inferential statistics is a newer arrival.

Major developments began to occur with the research
of Karl Pearson (1857-1936) and Ronald Fisher
(1890-1962), who published their findings in the early
years of the twentieth century.

Since the work of Pearson and Fisher, inferential
statistics has evolved rapidly and is now applied in a
myriad of fields.



 Descriptive and Inferential Statistics

« When analysing data, such as the marks achieved by 100 students for a
piece of coursework, it is possible to use both descriptive and inferential
statistics in your analysis of their marks.

e Typically, in most research conducted on groups of people, you will use
both descriptive and inferential statistics to analyse your results and
draw conclusions.

 Typically, there are two general types of statistic that are used to describe
data:

1- Measures of central tendency: We can describe this central position using
a number of statistics, including the mode, median, and mean.

2- Measures of spread: To describe this spread, a number of statistics are
available to us, including the range, quartiles, absolute deviation, variance
and standard deviation.

« When we use descriptive statistics it is useful to summarize our group of
data using a combination of tabulated description (i.e., tables), graphical
description (i.e., graphs and charts) and statistical commentary (i.e., a
discussion of the results).

e What are the limitations of descriptive statistics?

 Descriptive statistics are limited in so much that they only allow you to
make summations about the people or objects that you have actually
measured.

 You cannot use the data you have collected to generalize to other people




Inferential Statistics

It is not feasible to measure all exam marks of all students in the whole of the UK
so you have to measure a smaller sample of students (e.g., 100 students), which are
used to represent the larger population of all UK students. Properties of samples,
such as the mean or standard deviation, are not called parameters, but statistics.

Inferential statistics are techniques that allow us to use these samples to make
generalizations about the populations from which the samples were drawn. It is,
therefore, important that the sample accurately represents the population.

The process of achieving this is called sampling. Inferential statistics arise out of
the fact that sampling naturally incurs sampling error and thus a sample is not
expected to perfectly represent the population.

The methods of inferential statistics are

(1) the estimation of parameter(s) and
(2) testing of statistical hypotheses.

What are the limitations of inferential statistics?

First, and most important limitation, which is present in all inferential statistics,
is that you are providing data about a population that you have not fully measured,
and therefore, cannot ever be completely sure that the values/statistics you
calculate are correct. Remember, inferential statistics are based on the concept of
using the values measured in a sample to estimate/infer the values that would be
measured in a population; there will always be a degree of uncertainty in doing
this.

The second limitation is connected with the first limitation. Some, but not all,
inferential tests require the user (i.e., you) to make educated guesses (based on
theory) to run the inferential tests. Again, there will be some uncertainty in this
process. which will have revercussions on the certaintv of the results of some



Key Statistical Concepts...

A population (universe) is the collection of all items or things under
consideration

OR the total amount of “THINGS”

The word population or statistical population is used for all the
individuals or objects on which we have to make some study.

Example: All the children in the primary schools will make a population.

The population may contain living or non-living things. The entire lot of anything
under study is called population. All the fruit trees in a garden, all the patients in a
hospital and all the cattle in a cattle form are examples of population in different
studies.

Two kinds of populations: Finite and Infinite population.

1- Finite Population: also called a Countable Population

A population is called finite if it is possible to count its individuals.

Example: The number of vehicles crossing a bridge every day, the number of births
per years and the number of words in a book are finite populations.

The number of units in a finite population is denoted by N. Thus N is the size of the

population.
2- Infinite Population: or Uncountable

Sometimes it is not possible to count the units contained in the population.

Such a population is called infinite or uncountable. Let us suppose that we want to
examine whether a coin is true or not.

The number of germs in the body of a patlent of malarla is perhaps something

R L N o Y T T T, R T Y . . T



A parameter is a summary measure that describes a characteristic of the
entire population. It is fixed inside the same population.

Problem: can’t study/survey whole population, especially infinite population
Solution: Use a Sample which is subset, selected from population
A sample is a portion of the population selected for analysis

— A statistic is a summary measure computed from a sample to describe

a characteristic of the population

Population Sample
All items ltems selected
from the population
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Key Statistical Concepts...

Populatlon_ Sample
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Par'ahl:ne_;:er Statistic

= Populations have Parameters,

+ Samples have Statistics.

The relationship between a sample and a population is
portrayed below.

For example, we wish to estimate the mean miles per
gallon (MPG) of KIA cars. Six cars are selected from the
population.

The mean MPG of the six is used to estimate MPG

for the population.

Every member af the
.+ Ppapulation has the
- same chance of being

Papulation S zelectad in the sample

Farameters .. L _

...... - -,
¢ Rzndom sample

= Statlstcs
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2- Less costs pllng?

3- Less field time

4- More accuracy i.e. Can Do A Better Job of Data
Collection

5- When it’s impossible to study the whole population anu]uilon
P i . Sl W

Statistical inference 1s the procedure by which we A

reach a conclusion about a population on the basis £oh, '*-’tf'mﬂi"?-'

iquma
of the information contained in a sample that has |

SamplBSHOARFHE FEPMRIDALRARMEFIAR target population

SO you can generalize to population

P

Random sampling
All members of population have equal chance of being selected
Roll dice, flip coin, draw from hat
Types of Sampling Methods
Non-Probability Sampling -- Items included are chosen without regard to their
probability of occurrence.
i. Judgment
ii. Quota
iii. Chunk
iv. Convenience
Probability Sampling — Items are chosen based on a known probability. Let N=size of
the population and n=desired sample size
v. Withreplacement -- Prob. of each item and any round =(1/N)
vi. Without replacement -- Prob. of each item =(1/N), 1/(N-1), ...1/[N-(n-1)]



1- Simple Random Sampling
2- Stratified Random Sampling
3- Cluster Sampling
4- Systematic Sampling
5- Representative Sampling (Can be stratified random or quota
sampling)
6- Convenience or Haphazard Sampling
7- Sampling with Replacement vs. Sampling without Replacement.
Items in the sample are chosen based on known

Probability Samples

Simple Systematic Stratified Cluster
Random




What is the Difference between Statistic and Parameters?

What is the difference between

?3 and a

N
Statistic

O
Parameter



BASTS FOR
COMPARITISONMN

Meaning

Includes

Characteristic

IData collection

Focus on

POPULATION

Population refers to the
collection of all elements
pPOsSsSessing COoOITIITLON
characteristics, that comprises

mniverse.

Each and every unit of the

SErOoup-
Parameter

Complete enumeration or

CeInsSTsS

Identifyving the characteristics.

BASTS FOR
COMPARITSOIN

MhMeanings

Mumerical value

Statistical
Notation

PARAMETER

FParameter refers to a
measure which describes
ropulation.

Fixed and Unknown

1 = Population Mean

o = Population Standard
Deviation

P = Population Proportion

H = Data Elements

N = Size of Pnpi.llnticul

p = Correlation coefficient

SAMPILE

Sample means a subgroup
of the members of
ropulation chosen for

prarticipation in the studx~s.

Only a handful of units of

ropulation.
Statistic

Sample survey or sampling

MMalking inferences about

ropulation.

STATISTICS

Statistic is a measure which
describes a fraction of
ropulation.

Variable and Known
% = Sample Mean

= = Sample Standard
Deviation

p‘ = Sample Proportion L
x = Data Elements

1 = Size of sample

1 = Correlation coefficient
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researcher obtains the average weight of 54 kg, from a
random sample of 40 females.

Solution: In the given situation, the statistics is the
average weight of 54 kg, calculated from a simple
random sample of 40 females, in India while the
parameter is the mean weight of all females aged 22
years or older.

Example : A researcher wants to estimate the average
amount of water consumed by male teenagers in a day.
From a simple random sample of 55 male teens the
researcher obtains an average of 1.5 litres of water.

Solution: In this question, the parameter is the average
amount of water consumed by all male teenagers, in a
day whereas the statistic is the average 1.5 litres of water
consumed in a day by male teens, obtained from a simple
random sample of 55 male teens.



Research Study

A research study 1is a
scientific study of a
phenomenon of interest.
Planning and designing of
experiment or survey
Data collection
3. Data analysis using
statistical tools
Interpretation
5.  Presentation of valid

conclusions

?What is the Steps for Scientific Research

Interpretation, New
ideas & Solving the
problem

]

Constructing tables,

Graphs, Estimation,

Looking for patterns,
Testing Hypotheses,

Predicting,...

Understanding &
defining the problem

Plan

What to measure?
& how to measure?

Hh

< Collection & Editing




What is DATA

Data (singular): The value of the variable associated with one element of
a population or sample. This value may be a number, a word, or a symbol.

Data (plural): The set of values collected for the variable from each of the
elements belonging to the sample.

Experiment: A planned activity whose results yield a set of data.

Parameter: A numerical value summarizing all the data of an entire
population.

Statistic: A numerical value summarizing the sample data.

Variable: A characteristic about each individual element of a population
or sample.

Whether you are conducting routine surveillance, investigating an
outbreak, or conducting a study, you must first compile information in an
organized manner. One common method is to create a line list or line
listing. Table 2.1 is a typical line listing from an epidemiologic
investigation of an apparent cluster of hepatitis A

The line listing is one type of epidemiologic database, and is organized like
a spreadsheet with rows and columns.

Typically, each row is called a record or observation and represents one
person or case of disease.

Each column is called a variable and contains information about one
characteristic of the individual, such as race or date of birth. The first column
or variable of an epidemiologic database usually contains the person’s name,




Table 2.1 Line Listing of Hepatitis A Cases, County Health Department, January — February 2004
Date of Age IV IgM Highest

ID Diagnosis Town (Years) Sex Hosp Jaundice Outbreak Drugs Pos  ALT*
01 01/05 B 74 M Y N N N Y 232
02 01/06 ] 29 M N Y N Y Y 285
03 01/08 K 37 M Y Y N N Y 3250
04 01/19 ] 3 F N N N N Y 1100
05 01/30 C 39 M N Y N N Y 4146
06 02/02 D 23 M Y Y N Y Y 1271
07 02/03 F 19 M Y Y N N Y 300
08 02/05 I 44 M N Y N N Y 766
09 02/19 G 28 M Y N N Y Y 23

10 02/22 E 29 F N Y Y N Y 543
11 02/23 A 21 F Y Y Y N Y 1897
12 02/24 H 43 M N Y Y N Y 1220
13 02/26 B 49 F N N N N Y 644
14 02/26 H 42 F N N Y N Y 2581
15 02/27 E 59 F Y Y Y N Y 2892
16 02/27 E 18 M Y N Y N Y 814
17 02/27 A 19 M N Y Y N Y 2812
18 02/28 E 63 F Y Y Y N Y 4218
19 02/28 E 61 F Y Y Y N Y 3410
20 02/29 A 40 M N Y Y N Y 4297

Types of Variables

Look again at the variables (columns) and values (individual entries
in each column) in Table 2.1. If you were asked to summarize these



Sources of data

» Before collection of data, a decision maker needs to:
— Prepare a clear and concise statement of purpose.
— Develop a set of meaningful measurable specific objective.
— Determine the type of analyses needed.

— Determine what data is required. SO
 Primary Data Collection

— EXperimental Design Records Surveys Experiments

— Conduct Survey

— Observation (focus group) COMPTTEnS - sample

 Secondary Data Compilation/Collection
— Mostly governmental or industrial, but also individual sources
— Internet

Data are usually available from one or more of the following sources:
Routinely Kept Records
Surveys
Experiments
Reports



VARIABLE

WHAT WE ARE STUDYING
CATEGORIZED
COUI';'!'ABLE
MEASUREABLE

VARIABLE

CHARACTERISTIC

HEIGHT

HAIR COLOUR

WEIGHT

MEASURE

“ VARIABLE "

QUANTITATIVE DATA CATEGORICAL DATA
DATA THAT IS MEASURED IN NUMBERS. IT REFERS TO THE VALUES THAT PLACE “THINGS”
DEALS WITH NUMBERS THAT MAKE SENSETO INTO DIFFERENT GROUPS OR CATEGORIES

PERFORM ARITHMETIC CALCULATIONS WITH

V |
QUANTITATIVE VARIABLES CATEGORICAL VARIABLES
HEIGHT HAIR COLOUR
WEIGHT TYPE OF CAT

MIDTERM SCORE LETTER GRADE




Types of Data

e here are Two types of data (or numbers): constants and variables.

1. Constants

* A constant, as its name suggests, is something that does not vary or change (or

that may not be susceptible to variation or change).

* OR Any quantity which can assume only one value is called constant.

* A constantis usually denoted by first letter of alphabet e.g. a, b, c etc.

Example;

*+ Example of constants are m=3.14159 and e = 2.71828,

+ we could keep the temperature of a room constant at 35° C during an experiment. In

this case, temperature stops being a variable.

+ 2-Variable or random variable:

* A measure quantity which can vary from time to time, place to place, person to
person is called variable.

« Variable are usually denoted by capital letters such as X, Y, Z etc.

« Random Variable — Values obtained are not controlled by the researcher
(theoretically values differ from item to item)

* Example e.g. height, weight, ages, prices etc.

* Diastolic blood pressure, heart rate, the heights of adult males, the weights of
preschool children, and the ages of patients seen in a dental clinic




Variable
A variable is defined as a characteristic of the
participants or
situation for a given study that has different values in
that study.
A variable must be able to vary or have different values
or levels.

For example, gender is a variable because it has two
levels, female or male.

Age 1s a variable that has a large number of values.
Type of treatment/intervention (or type of
curriculum) is a variable if there is more than one
treatment or a treatment and a control group.
Number of days to learn something or to recover from
an ailment are common measures of the effect of a
treatment and, thus, are also variables.

Citesev T avlevry acavevs mnavarned A sev vt rnvevs rvnde e Trevv vz vl Ad e o



Types of Variable
All experiments examine some kind of variable(s).

A variable is not only something that we measure, but also something that we can
manipulate and something we can control for.

To understand the characteristics of variables and how we use them in research,
this guide is divided into three main sections. First, we illustrate the role of
dependent and independent variables. Second, we discuss the difference between
experimental and non-experimental research. Finally, we explain how variables
can be characterised as either categorical or continuous.

Dependent and Independent Variables

An independent variable, sometimes called an experimental or predictor variable,
is a variable that is being manipulated in an experiment in order to observe the
effect on a dependent variable, sometimes called an outcome variable.

Example : Dependent Variable: Test Mark (measured from 0 to 100)

Independent Variables: Revision time (measured in hours) Intelligence (measured
using IQ score)

The dependent variable is simply that, a variable that is dependent on an
independent variable(s). For Therefore, the aim of the tutor's investigation is to
examine whether these independent variables - revision time and IQ - resultin a
change in the dependent variable, the students' test scores. However, it is also
worth noting that whilst this is the main aim of the experiment, the tutor may also
be interested to know if the independent variables - revision time and IQ - are also
connected in some way.

In the section on experimental and non-experimental research that follows, we
find out a little more about the nature of independent and dependent variables.




Types of variables

\—/

Quantitative variables
Or Numerlcal variables

K e ~tiv Qualitative >
nonnnal
Quantit 3 Qualitative
ative ordinal
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Types of variables According to Level of Measurement

Categorical variables

Nominal

Values in
arbitrary
calegories

(no units)
$

Nominal

Ordinal

Values in
ordered

calegories

(no units)

4

Ordinal | il

SPSS

Metric variables
Discrete Continuous
Integer values Continuous values
ON Proper NUMeric  on Proper numeric
ine or scale fine or scale
(counted units) (measured units)




An algorithm to help to identify variable type

LI T
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CH 1 FIRST THINGS FIRST - THE NATURE OF DAIA

Has the vanable got units? (ths
includes ‘numbers of things)

No P 1 S A Yes
Can the data be put in Do the data come from
meaningful order? measunng or counting?
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nominal ordinal metric metric




Table 2.2 Types of Variables

Scale Example Values
Nominal ~ \ “categorical” or disease status ovarian  yes/no
Ordinal [ “qualitative” cancer Stage I, I, III, or IV
Interval  \ “continuous” or date of birth tuberculin  any date from recorded time to current
Ratio / “quantitative” skin test 0 - 7?7 of induration
®
(D

Types of variables

Typas of Variables
Cualitatlve Quantltalive J, ,],

Dependant Indapendent

MomInl eyl {gastrlc ulsars]  (elmatiding
(Becc, marital {38°=33°C) V5 placebo)

status)
Ordlinal Ratla
[atege | cancer, {pules rele,

paln rellngy vital cepachty)



Types of Variable or Random variable

There are Two types of a variable.
Quantitative Variable

Qualitative Variable
I. Quantitative Variable or Numerical variable
* A variable which can be expressed numerically is called quantitative
variable.
* OR avariable which can possess some units of measurements is called
quantitative variable.
* Quantitative data are always numeric.
A quantitative variable Variables that have are measured on a numeric
or quantitative scale. Ordinal, interval and ratio scales are quantitative. A
country's population, a person's shoe size, or a car's speed are all quantitative
variables.
I[I- qualitative variable Categorical. Categorical variables take on values that
are names or labels. The color of a ball (e.g., red, green, blue) or the breed of a
dog (e.g., collie, shepherd, terrier) would be examples of categorical variables.
Measurements made on quantitative variables convey information
regarding amount.
Example: We can obtain measurements on;
The height can be expressed in inches centimeter, meters etc,
The weights of pre-school children which can be expressed in kgs, grams etc
The ages of patients seen in a clinic
The number of children in a family
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Levels of Measurement
Data can be classified according to levels of measurement.

The level of measurement of the data dictates the calculations that can be
done to summarize and present the data.

It will also determine the statistical tests that should be performed.
For example, there are six colors of candies in a bag of M&M'’s.

Suppose we assign brown a value of 1, yellow 2, blue 3, orange 4, green 5,
and red 6. From a bag of candies, we add the assigned color values and
divide by the number of candies and report that the mean color is
21/6=3.5. Does this mean that the average color is blue or orange? Of
course not!

As a second example, in a high school track meet there are eight
competitors in the 400-meter run.

We report the order of finish and that the mean finish is 4.5.

What does the mean finish tell us? Nothing! In both of these instances, we
have not properly used the level of measurement.

There are actually four levels of measurement: nominal, ordinal, interval,
and ratio.

The lowest, or the most primitive, measurement is the nominal level. The
highest, or the level that gives us the most information about the
observation, is the ratio level of measurement.



Measurement Scales

Measurement may be defined as the assignment of numbers to objects or events
according to a set of rules.
There are Four Measurement Scales result from the fact that measurement may be

carried out under [different sets of rule\

The Nominal
The Ordinal W

CATEGORICAL
The Interval Scale l Absoluie zere i
The Ratio Scale w Distance is meaningful Nominal | Nationalitysender
‘ e g P L] Variable | Favorite animal
m Atftributes are only named; weakest
. Ordinal |  "Bad, neutral
Measurement scales are depicted yariatio I gooc”
NOMINAL ORDINAL
(Residence of 10k runners) (Orvrder of finish of 10k race)
Mew York, London, Ethiopia, ldaho,
Indiana, New York, California, Florida, * * * * "Zero" means Year of bmh,
Madrid, California, Rhode Island, 1st 2nd 3rd 4th

West Virginia, New York, Madrid, "n0thing"? Varlable DEQrees CE‘ISJUS

Morth Carolina, Kentucky, Maryland, etc.
Measurement
Scales . i
INTERVAL RATIO Vos RE.EItIO Body length, |
(Extent of tiredness of runners) :Ili{llil;: I“:]-t:]? :m““lvﬁ Vanable ﬂumber OfCh-"Idren
METRIC
0o 25 50 100 VARIABLES

1 2 3 4 5 6 7
Mot at Very

all tired tired
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VYl syl

Ordinal

Nominal
\ A J
Y Y
Nonparametric Parametric

(qualitative data) (quantitative data)

*Nonparametric statistics may be used to

analyze interval and ratio data measurements.

Level of Information
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2 Jha R85 small H Aoy LS alasn L) o Sas Y S, — 7
S3N=1 S} Aa. oW ) F aaEml asls Cms=s (sAN5) Jsialls cE saall
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e
dwoudl Ol p2zl Aol ;o9 Nominal & &bl polall 8
adasdl ol ddasall o ylonill
o (poswlisng Dlawgdy (ruargsid) wawdl (o dalisia ¢lgil
o elgall oo dalisa g5l DrUgs ( o, )
« Effect of different hormone treatments [Hormone 1,
prmana 9 and Cantral £ nlarnhA)T
%{ Analysis of variance may be used in an industrial setting. For example, man-
n agers of a soda-bottling company suspected that four filling machines were

not filling the soda cans in a uniform way. An experiment on four machines
doing five runs each gave the data in the following table.




Four brands of cereal are compared to see if they produce significant weight
gain in rats. Four groups of seven rats each were given a diet of the respective
cereal brand. At the end of the experimental period, the rats were weighed and
the weight was compared to the weight just prior to the start of the cereal diet.
Determine whether each brand has a statistically significant effect on the
amount of weight gain. The data are provided in the table below.

Rat Weight by Brand of Cereal

Brand A Brand B Brand C Brand D
(weight gain in 0z) (weight gain in 0z) (weight gainin 0oz) (weight gain in 0z)

5 3

00 ~1 00 00 ~1 O
S BRI SO N
W R P = = D

o0 1 B O W oo

Source: Modification of Exercise 10.13, page 173, Kuzma and Bohnenblust (2001).
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Variable
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» Effect of stress on reaction time three groups of subjects: a great
deal of stress, a moderate amount of stress and no stress

* Researchers want to test a new anti-anxiety medication. They split
participants into three conditions (0 mg, 50 mg and 100 mg)

a °® L Y 4 £ _1_ 1) 1 a 1 a 1 r

. .
A.n expery [ Interval (...=3,-2,-1,0,1,2,3...) ol
different || Continuous < /

L Rati 3 O .
faddan) ol i . )
_ [ Nominal (Red, Blue, Green)
Categorical <
L Ordinal (Breakfast, Lunch, Dinner)
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Scale Order | Distance | True Zero Examples
0 Nominal| no no no | Color, Gender, Ethnicity, Country o
3
8_ Ordinal yes no no | Rating scales, Rank orders il
o
ol Interval| ves yes no |Time of day, Year, 1Q, Likert scales | &
2

Ratio ves | yes | vyes |Age, Height, Weight, Rates &
. ' L“é . 's

IIIQsde‘t'fB o‘équ%ﬂo%ﬁfépw us variables into categorical variables
L 2

Categorical variable ]

Height (fe

&

L

-y

SESRRRRERRRANE

[ Continuous variable J

ﬂ\

o




The vanablas
.. and the dala.

MrsBown | MrPatel / Ms Manda

| |
t | = l - -ﬁ + g !
/| Age N N
rSgrx_ | 1 Female | Male * Femle )|
\[Bloodtpe /[N O | 0 [ A/

HVariables versus Data




Variable

ids
1 20183
2 20230
3 20243
4 20248
5 20255
] 20278
7 20389
B 20402
9 20531
10 20615
11 20626
12 20680
13 20758
14 20826
15 20903
16 21083
17 21254
18 21256
19 21345
20 21389
21 21421
22 21492
23 21606
24 21610
25 21939
26 22029
27 22054
28 22069

Variable Ordinal Variable Nominal Variable Ratio
Uncoded Data
T Coded Data f ﬂ

bday Rank | ‘Gender | Athle Height | Weight = Smoking ids bday Rank | Gender Height | Weight
03-Jan-1991 0 0 66,92 192 61 0 1 20183 03-Jan-1991 Male -athlste 66.92 19261
02-Jan-1996 1 0 1 8011 ) 0 2 20230 02-Jan-1996  Freshman  Male Athlete 80.11 .
02-Jan-1993 3 1 0 B5.99 128,40 1 3 20243 02Jan-1993  Junior | Female ° MNon-athlete = 6599 | 12840
01-Jan-1994 1 ) 0 6137 153 87 9 4 20248 01-Jan-1934  Freshman Non-athlete = 6132 15347
01-Jan-1996 9 1 0 6575 ) 0 5 20255 01-Jan-1996  Sophomore Female | Mon-athlete  65.75 .
01-Jan-1995 0 0 70.66 179.20 0 6 20278 01-Jan-1995 Male = Non-athlete  70.66  179.20
31-Dec-1994 ) 0 0 70.68 198 52 0 7 20389 3-Dec-1994 Male = Mon-athlete  70.68 = 198.62
31-Dec-1993 2 0 0 62 46 202 77 0 8 20402 31-Dec-1393 Sophomore.  Male | Mon-athlete = 6246  202.77
29 Dec-1994 1 0 1 ) 261 59 0 9 20531 29Dec-19%4  Freshman  Male Athlete . 261.59
28-Dec-1994 1 1 0 100.00 @ 1757 0 10 20615 26-Dec-1994 | Freshman = Female = Mon-athlete = 100.00  167.57
28-Dec-1993 9 1 0 57 47 179,34 9 11 20626 28-Dec-1993 Sophomore. Female | Non-athlete =~ 5742 17934
97-Dec-1992 1 1 1 773 169.90 0 12 20680  27-Dec-1992 | Freshman = Female Athlete 67.73  169.90
96-Dec-1993 3 0 . B4 12 173.01 0 13 20758 26-Dec-1993  Junior Male Athlete 6412 17301
25 Dec-1995 2 0 0 6621 297 90 0 14 20826 25-Dec-1995  Sophomore.  Male | Mon-athlete =~ 6621 | 227.90
25-Dec-1993 2 0 1 B5.99 141 53 0 15 20903 25-Dec-1993  Sophomore  Male Athlete 65.99 1413
29.Dec-1995 1 1 0 72 05 294 64 0 16 21083 22-Dec-1995  Freshman  Female = Non-athlete = 7205 23464
-Dec-1989 4 0 1 7215 ) 0 17 21254 N-Dec-1989  Senior Male Athlete 7215 :
21-Dec-199( 2 1 i 52017 201 a7 i 18 21256 21-Dec-1990 Juniar Female | MNon-athlete 63.02 20187
19.Dell Table 1. Measurement level icons 81 2287
13-De Numeric String 6.3 15153
13-De}| Scale (Continuous) n/a 63.38 :
17-De & 6388 16163
17-De 63.40  159.92
17.0¢}| Ordinal dj d:g 1205 1710
12-De a 66.09
11-De} | Nominal - ) 617
12De & é@a @ ner
10-De 1251 1492

Smoking

nonsmo...
nonsmo...
Fast-s...
Current ...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
Current ...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
nonsmo...
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Independent J&eas O Qualitative 4= O
Dependent 5 O Quantitative 4= O
Moderator Bewsy O Continuous 4l.aia Ve
Controlled & sgmiaa O Discrete alwaii. >
Extraneous J=5s O
controls
/

Age

Independent :> Condition A ﬂ Dependent (Confounding Variable)
Variable [NETE Variable 5
|:> Condition B {\

Co ing
Adtivity Level Weight Gain
(Independent Variable) ::> (Dependent Variable)
Extraneous
Variables
e One type of extraneous variable is

called a confounding variable
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Ambiguities in classifying a type of variable

In some cases, the measurement scale for data is ordinal, but the variable is
treated as continuous. For example, a Likert scale that contains five values -
strongly agree, agree, neither agree nor disagree, disagree, and strongly disagree -
is ordinal. However, where a Likert scale contains seven or more value - strongly
agree, moderately agree, agree, neither agree nor disagree, disagree, moderately
disagree, and strongly disagree - the underlying scale is sometimes treated as
continuous (although where you should do this is a cause of great dispute).

It is worth noting that how we categorise variables is somewhat of a choice. Whilst
we categorised gender as a dichotomous variable (you are either male or female),
social scientists may disagree with this, arguing that gender is a more complex
variable involving more than two distinctions, but also including measurement
levels like genderqueer, intersex and transgender.

~gientific method!

1
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The Scientific
Method

Research Process




Statistical Notation Cheat Sheet

Don’t bother memorizing any of this, but refer to this as needed.

Z Summation

The standard deviation of sample data

The standard deviation of population data

The vanance of population data

The range of data

o
2 .

S The variance of sample data
2

O

The average range of data

k Multi-purpose notation, 1.e. # of subgroups, #
of classes

‘ The absolute value of some term
Greater than, less than

<
ﬁ Greater than or equal to, less than or equal to

X
X4

X
X
X

M

< 3 U O

An individual value, an observation

A particular (1) individual value
For each, all, individual values

The mean, average of sample data

The grand mean, grand average

The mean of population data

A proportion of sample data

A proportion of population data

Sample size

Population size



Summation Notation
Capital-sigma notation
In this section we need to do a brief review of summation notation or sigma notation.

Mathematical notation uses a symbal that compactly represents summation of many
similar terms: the summation symbal, 3, an enlarged form of the upright capital Greek
letter Sigma. This is defined as:

We'll start out with two integers, mand m, with m > n and a list of numbers dencted as
follows

Im , In!_.'_l . In1+2 , EEE EEN EEN EEE EEE @® Iﬂ_z . In_ll Iﬂ
We want to add them up, in other words we want,
Iﬂl -|_ Ij-n_l_"l -|_ Iﬂl_l_z -|_ amw mmw wmm ®Em ®EEm ® -I_Iﬂ_z -|_ Iﬂ—1 -I_ Iﬂ

For large lists this can be a fairly cumbersome notation so we introduce summation
notation to denote these kinds of sums. The case above is denoted as follows.

7
Z Xi= Xy + X1 + Xy + o i tx, 0 + x4 + X,
i=m

Where,

i represents the index of summation;

X; is an indexed variable representing each successive term in the series;

mis the lower bound of summation, and

111s the upper bound of summation.

The “F=m"under the summation symbol means that the index /starts out equal to m.

The index, £ is incremented by 1 for each successive term, stopping when 7= n.



I- Single Summation or simple Summation

The symbol Z (summation or sigma) is generally used to denote a sum of multiple
terms. This symbol is generally accompanied by an index that varies to encompass all
terms that must be considered in the sum.

— stop pire it

upp=r lirmit oaf surmirmmatica

e
sSUrmirmaEtica i Sidgh —E Ii — tvwpkal el=rrent
=1
incd== o f | I startire] pesint
S FmrrEt i m It s=r lirmit of surmirmatic
2.5 This expression means sum the values of x, starting at x, and
=] . .
ending with x,,.
EI=-=I1+I2+I3+---+IH
==1

=Z_.>= This expression means sum the values of x, starting at x, and
engding with x,,.

P =X H g+ Ty H+ T+ X5+ Xy + Ty + Xg + Xg + X

10 =1
E I. Iz' This expression means sum the values of x, starting at x; and ending with x;,.
¥ =3 10
E_'.':._z-=I3+I4+I5+I5+I?+IB+IS.—I—I1E|
==
The limits of summation are often understood to mean i = 1 through n.

X Then the notation below and above the summation sign is omitted.
Therefore this expression means sum the values of x, starting at x, and
endingwithEx — ] + X + g - - - 4 X,



For instance,

f

Here is an example showing the summation of exponential terms (all terms to the power of 2):

Zi2=33+ 42+ 5% 4+ 62 =86

i=3
4.
Zz D+1+2+3

4 163

i+l O0+1 1+1 241

PR

it

5+1

— — o 71656
441 &0

ﬁ - -
S22 =2t 27 2N 2% A = 1ex 32 4 eax

A (W)= A (R )+ () S () ()

Properties of Summation

Here are a couple of formulas for summation notation.

P
6 ZI,‘ = Xy 4 Iz'l‘ .-'l'.'g+
i=1

X, e+ X+ X, = ZIE

ZIF = Xy -+ .-'l'.'z+ Xy +I.1 +IF.

i=1

2- Xisg CXp = €2y Xy
1f3 iy
EX Xii; 5% = 52y %y
*2?23 5.1'" = 5.1'3 + EI.-I + 5.1'5 +5Iﬁ
52?:3 I|'=5|:_.I;_1_ + .1'.-1."‘ A +Iﬁ}

3-FTLy (i +y) =(x1 +y )+ (a2 +y2) +
-3 (5 —yi)=(xy — ¥ )+ (g —¥2) +

e e e {In — ¥n ]



Yicg (g ¥y ) =X x4 X ¥

Yiz1 €= (n)(c) Where C is constant (any number) And i must be start with one
¢« ¥ .6=4-6=24 or =6+6+6+6=24

e ¥ 6+i"=6+i"+6=i"+6+"+6+i"=6=1"+6+2"+6= 3" +6+4"
=6+1+6=1+6+1+6=1=24

n — 4 e =
* i=1 Xi =¥y =X ¥+ )y + Xy }r2+ ------------ + Xn *¥n

Tl

Z C=(n—m+1)(C); whenmanynumber more than one

i=m

S (54 VE) = (5 + V) + (5+ VAT + (5 + VE) + (5+ VE)

=i

_Zn:x!- This expression means sum the values of x, starting at x, and ending

with X,,.
Zi=1+2+3+...+n=ﬂ(ﬂ;1}
=1
ii?’ _ n{n+1)(2n + 1)
=1 ﬁ
n ) 2

o e e . non+1
213:1‘i+2‘i+35+...+ﬂ‘i:—{4 )

=1



e Different between E_E:;.If , [z] and Y. (x)?

i=l

2
E::-:;? =:-:12+:-:22+:-:§‘+---+:-:£
=1
=2
Z”: . This expression means sum the values of x, starting at x, and
) ! ending with x, and then square the sum.

=
-2
E:Ilj =|::~:1+:~:2+:~:3+---+:-::,i_':|2

a=1

ZH: P This expression means form the product of x multiplied by y, starting at x, and y; and ending
=1 i with x, and y, and then sum the products.

2
EI;'J";'=IIJ’1+IE.}’2+IB.F3+"'+IH.FH
=1

by
Z ~ —ne Inthis expression c is a constant, i.e. an element which does not involve the variable of
im] summation and the sum involves n elements.



Examples Find

11| x 4 4
X DN =atrg gy =1+2+3+4=10
1 1 =] =1
21 2
313 :I:f=xl‘?+x§+x§+x§=12+22+32+42=1+4+9+1fi=3l]
4 4 =]
Examples

-2 x1=-1 X5=3, x3=-1and and ¢ which isa constant=11 Find

Z:r: —xf xS x4+ =117 +32 472 149 4+49 = 50

Exgmples
Z (2i+3)=(2-1+3)+(2-2+3)+(2-3+3)+(2- 4+ 3)

=5+7+9+11
=32



5

Examples DG =X ATy g+ + g =10+8+6+4+2=130

: 3

=]

i Xi Yi X

1 10 0 Z.P;-=.}’1+,}’3+y3+_}’4+y5=D+3+rﬁ+9+12=3[|

2 8 3 =1

3 6 6 5

4 4 9 S =R HFa PPy +Ps =043+ 6+5+12=30
=]

5 2 12 ’

5
Y %P =T Py ey trgpgtrsp = 0+ 24436+ 36+ 24 =120
=1

Note that 1- )., x; y; = Di=1Xi * Ni=1Yi

120 = 30 *30

120 #900
. NI
2- Y =t e
=1y, Yiq Vi

10/0+8/3 +6/6 +4/9+2/12 # 30/30



Properties of Summation
1

- H
_z‘lﬂ - ne . Z.:I +h) = (ag + )+ + 05 )+ 4 (a, +8,)
i= 1=1

= (g +dytoot )+ B +h 4ot h)
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Double Summation

Double summation is nothing more than sum of a sum
To represent the data of a table or a matrix, we often use a double index
notation, like x;; where the first index (i) corresponds to the number of the row
where the data is located and the second {j) to the column.
For example, the term x, 4 represents the data that is situated at the intersection
of the 2™ row and the 4" column of the table or the table or matrix.
For calculating double summation here are the steps
1- the outer sum index is hold and increment the inner index
2- After all inner sum index has been used then increment the outer sum index
3-Repeat the two steps above for the entire outer sum index.
1 2 3 4
Gender |Book Online
2 Male 16 24
Famel 13 27




X171 =4 x5, =4 |x3 =1|x4 =05

X514 = 0] X905 = 3 |Xo3 = 1|Xo4 = 2

X31=1X32=4X33=2 X34=3

To carry out the sum of the terms of a row, we must fix the index of that row and vary,
for all possible values, the index of the column. For example:

Z?=1x1j =xX11 + X2 +x13+x14,=2+4+1+5 =12 (sum of the first row)
Zj?:lxzj = Xy1 + Xop + Xoz +X, =0+3+ 1+ 2 = 6 (sum of the 2" row)
To carry out the sum of the terms of a column, you must fix the index of this column and

vary, for all possible values, the index of the row.

For example:

3 Xja = X4+ Xp4+ X34 =54+ 2+ 3 = 10 (sum of the 4™ column)
To carry out the sum of all terms of the table, you must vary both indices and use a
double sum:

3 a4 3
E E Xij = E (xi1 + xi2 + X33 + X44)
i=—1

i—1 j—1
= X917+ X35 T+ X3 T X4 + Xpq1 + Xpo +Xp3 X34 + X34 + X35, + X33
+ X3, =24+44+14+6+0+3+--+3 =28



X1.=X11+ X2+ X3+ X4 =4+4+1+5=14

* Xy =Xy1+Xop+Xo3+X54=0+3+1+2=6

* X3=X31+ X33+ X33+ X34=1+4+2+3=10

‘ ?:1Xi.=X1_+X2_+X3_=14 +6+10=30

* X1=X41+X91+X3;=4+0+1=5

¢ X,=Xip+Xpy+X3y=4+0+1=11

© X3=Xy3+Xp3+X33=1+1+2=4

¢ Xy=Xga+Xps+Xg4=5+2+3=10

) ?:1X.j=x.1 +X,+X3+X,=5+11+4+10=30
¢ Lim12j=1Xij =

=X11 P X2 P X3+ X+ X H Xgp + Xpz+ Xpg + X370 + X35 + X33+ X3y
=4+4+1+5+0+3+1+2+1+4+2+3=30

_\r c _ 3 4 3 -4 -
X =Di=12j=1Xij = Di=o 2j=1Xij =hi=1 Xi = Li=1 X j =30
* E?:ﬂzj!;lxijz :Xllz+X122‘|‘"*.....+X342=42+42+ ..... +32=

@+

o (ZhoZhiXi)? = Xy + Xpp+ o e 4X30)2 = (44 44t 3)% =



Example: S= Z(2i— J)=

4

!

)

L J=

4 2
1=l

zlj:l 2

) 2-Y j} =

ISR

21’i1—i }} =
=

S

21’*2-i 4
|

2i*1-3)-

le 4
:241'-23:
1=l =l

:4ii-3i1: 4410-3*4=18

i=]

El

Ethics and Statistics
« The article “Statistics and Ethics:

Some Advice for Young Statisticians,
” In The American Statistician 57, no.
1 (2003), offers guidance.

The authors advise us to practice
statistics with integrity and honesty,
and urge us to “do the right thing”
when collecting, organizing,
summarizing, analyzing, and
interpreting numerical information.
The authors of The American
Statistician article further indicate
that when we practice statistics, we
need to maintain “an independent
and principled point-of-view.”



Getting Start with SPSS

What is SPSS.

The SPSS Environment.

The data view, Variable view and out put view.
Data creation in SPSS.

Importing data in SPSS.

Variables types.

Define variables.

Save data from SPSS output in World and Excel.
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- THE SPSS ENVIRONMENT

SPSS utilizes multiple types of windows, or screens, in its basic operations.

Each window is associated with specific tasks and types of SPSS files.
The windows include the Data Editor, Output Viewer, Syntax Editor, Pivot Table Editor, Chart

Editor, and Text Output Editor.

The following sections describe the basic purposes and functions of the three most common
windows—the Data Editor, Output Viewer, and Syntax Editor—since these three windows are

integral for most every action performed in the program.

Y. . _ a% . * W __ __ ____ ___%____  _aaAa_ ___ ____ ___ _ _®*fr . __ _L£a_ N _

‘spss has three “Windows” that we will use

— Data Editor

* In this view you can enter data and change the characteristics of

variables

= You can now have multiple datasets open at once

— Syntax Editor

= In this view you can write and run commands that will perform

various statistical procedures
— Qutput Viewer

= And in this view you will see the results of the statistical procedures

that yvou have performed




the Data Editor, Output Viewer, and

ﬂa *Output? [Document?] - IBM 5PSS Statistics Viewer

Syntax Editor o=

File Edit View Data Transform Inset Format Analyze Graphs Ulilies Add-ons Window Help

Untitled2 [DataSet2] - IBM SPSS Statistics Data Editor -2 | s

File Edit View Data Transform Analyze Graphs Ulilities Add-ons Window Help
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Example of active Data Editor window.

File > New >

{ 4l Sample Dataset 2014 sav [DataSetl]

.. IBM SPSS Statistics Syntax Erﬁlm a
File Edit View Data TransfM alyze)‘_sfaphs Ufilities  Add-ons  Run  Tools  Window  Help
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Example of active Output Viewer window.
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\ SPSS Data Editor window is SPSS' main window. This is the only window that's always
open whenever we run SPSS. It's recognized by a red icon & in its left top corner.

ta employees.sav [DataSet1] - IBM SPSS Statisticd Data Editor = B
File Edit VWiew Data Transformr Analyze DirectMarketin Graphs Utilities Add-ons Window Help

EES e GhNE H ER E6E 409

The Data Editor has two tabs in the left bottom corner: we can click Data View for

inspecting our data values. Alternatively, Variable View shows information regarding the
meaning of our data, collectively known as the dictionary.

| Data View  Variable View

SPSS Data Editor

We'll now take a close look at how the Data Editor Window is organized. \We recommend

following along by downloading employees.sav. If you have SPSS installed, you can open
this file by simply double-clicking it. After doing so, you'll
screenshot below (make sure Data View
components.

SPSS Data
View

see something like the
is selected). We'll walk you through its
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File

*employees.sav [DataSet3] - IBM SPSS Statistics Data Editor
Edit View Data Transform Analyze Direct Marketing Graphs Liilities: Add-ons Window Help

_— -

Mo HS B = E&AFE A B2 E+85 4 @® 5 .41 2 3 4567 89
7 - date_of_birth 04.02.1964 Visible: 11 of 11 Variables
| resp_id gender first_name last_name date_of_birth education_type
1 372466 @ 0 TAYLOR 24 091950 1 i
2 409437 O|DOROTHY ANDERSON . 4
3 659919 |HAMES HARRIS 17.11.1954 5
3 4 966895 |MARY 24 04 1957 3
5 671607 1|RICHARD CLARK 31.08.1959 D :
6 389645 o|BARBARA BROWN 20 .09 1961 4 J@
7 401450 1|MICHAEL GARCIA (4) 04021964 1
8 796244 1|ROBERT THOMPSONMN 05 07 1966 1
9 a55285 O|LIND.A JOMNES 03.10.1968 2
10 547614 0 JACKSON 26 .01.1970 4 —
L —— ]
@ Data View I\Fa:ialﬂeﬁewl @
(7) IBM SPSS Stafistics Processoris ready| | |UnicodeoN| | [

(1) SPSS toolbars contain some handy tools. Some of their limtations can be
circumvented by building your own toolbars and toolbar tools. Doings so is utterly simple
and speeds up a lot of work.

(@ Columns of cells are called variables. Variable names (“gender”) are shown in the
column headers.

(3@ Rows of cells are called cases. Note that in SPSS, “cases” refers to nothing more than
rows of cells which may -or may not- correspond to people or objects.

Data cell contenis are called values.

(3 You can drag the three dots Bl in the right margin leftwards in order to split the
window horizontally. In a similar vein, split the window wvertically by dragging = in the
lower margin upwards. Split windows allow for viewing distant cases or variables
simultaneously.

(& You can toggle between Data View and ‘Wariable View by clicking the tabs in the left
lower corner. A faster option is the | ctrl|+ E| shortkey.

The status bar may provide useful information on the data such as whether a
WEIGHT, FILTER, SPLIT FILE or Unicode mode is in effect.

These are the main elements under Data View . We now switch to Variable View . After
doing so. the data editor window should look somewhat like the screenshot below.




SPSS Variable

\ ] *employees.sav [Datasetl] - IBM SPS
File Edt W“iew Data Transform Analze DirectMarketing Graphs  Utiliies Add-ons  Window  Help
OHRO B ey ELEBR K EBEE E+E 9% % ©.4123456789
Name Type | Width | Decimals Label Values | Missing | Columns |
1 (resp_id Mumenc 11 0 Unique respond... [Mone Mone 10
2 gender Humenc 11 0 @ {0, Fem... Mone 10
3 first_name String 9 0 Mone Mone 10
4 last_name Siring 8 0 Mone MNone 10
] date_of_birth Date 10 ] Mone Mone 10
4] education_type MNumenc 11 1] {1, Law}... None 10
Cﬂ I education years MNurnernc 11 0 Years of full time.. |{1, 0-2y... None 10 |
8 job_type Mumenc 11 0 Type of job curre...[{1, Admi... None 10
2 |e:<penence - years (3jlurnenc 11 0 Years of full ime. .. [Mone Mone 10
10 manthly_income TNumeric 11 0 Gross monthly in. |Mone MNone 10
11 |job_satisfaction Mumernc 11 0 Job satisfaction ... [{1, Very ... None 10
12

(D After selecting Variable View , variables are shown as rows instead of columns.
We're now seeing information about our variables and values instead of the data values

themselves.

(2 Columns now represent variable properties such as label, name and type.
(3@ Cells contain property values. For example, the width of the fourth variable

last_nameis 8.
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Variable View -

Note that some of the information in Variable View is hidden. For
instance, under Values we find the value labels: descriptions of what
our data values represent. Clicking it for leducation _type displays all
value labels for this variable.

Value Labels in Data View

Note that the first case in our data was born in 1950 and has a value of 1
on education_type. On inspecting this case, youll probably see
something similar to the next screenshot.

I 3
fa *employees.sav [DataSet?] - 1BM 5
File Edt View Data Transform Analze DireciMarkeing Graphs  Ublibes Add-ons  Window  Help
Hedm1234567

1

: last_name
TAYLOR

date_of hirth

24-Sep-1930

education_type
1

<

Fs
@ Value Labels n
rValye Labels
Value: “ Spelling...
Label: ‘ ‘
1="Law"
2 ="Economy”
3="80clal sclences”
4 ="Medical"
5="0ther"
0K Cancel | e |
Value Labels for “education_type”

These value labels tell us that a person with a value of 1 on
education_type indicates somebody who studied “Law’. In a similar vein,
‘Economy” is represented by a value of 2, and so on. We'll now switch
back to data view for taking a closer look at this.

Now click the value labels icon 4 (or % for older SPSS versions) in the
toolbar area. You'll now see value labels instead of values as shown
below.

™

i
& *employeessav [DataSet/] - [BM 5
File  Edt View Data Transform  Analze  DireciMarketing  Graphs  Utimes  Add-ons  Window  Help

HOAE1234567

last_name

1

TAYLOR

date_of birth
24-Sep-1950

education_type
Law| )




_Data_Edi-l-nr e The Data Editor window is the default window and opens

161
# Untitled2 [DataSet2] - IBM SPSS Statistic [ =[] when SPSS starts.
File Edit Yiew Data Transform Analyze Graphs Utilities Add-ons Window Help ° ThIS window displays the content Of any open data files
S H & — E % % @ M and provides drop-down menus that allow you to modify
Visible: 0 of 0 Variables and analyze dat‘_‘f' .
s - - - * The data are displayed in a spreadsheet format where
1 ﬂ columns represent variables and rows represent cases.
2 * The spreadsheet format includes two tabs at the bottom
- labeled Data View and Variable View.
! * The Data View tab displays the open data set: variables
2 . .
= appear in columns, and cases appear in rows.
7 . ME . The Variable View tab displays information about
[ e — . .
— variables in the open data (but not the data themselves),
Data View | such as variable names, types, and labels, etc. The tab
IBM SPSS Statistics Processoris ready| | [Unicode:ON that is currently displayed will be yellow in color.
. Columns represent variables
Data View o i T T
by fo A iy ol (Daa Sheet) wlly viap &y b iyl 42
iz Untitled1 [DataSet0] - 5PSS Data Edite ¢ -1o] x| el ¥ LS o(Excell) J..nSlK,,,.J oo ;_‘.S:i‘u
Menu Bar — - Fle  Edit Wiew Data Transform  Andyze | Graphs  Ublities  Window  Help - ’
Active EIEI&I@ #|9] }Ilmlﬁl‘ﬁlf_|ﬁlﬁlﬁﬁﬂ| <*+— Tool bar
Cell |1 : — I —— =
var War var war ar =1
f 1 T
: -l —
Rows ; \
(Fepresent cases
Or observations) - E 4———— Cells
- /
- e : . o o -
$oo sl i) o Uin il 1) 3 SV 3| s 65 5
A lo wariskle Yiew NEN A ' N s I SELIE Jsl it P
SPS5 Processor s ready - ""’—"?Sl‘j A Ul 2y Sl g

. Wi sl o e PR )
Fig. 1 Data View Window Data View tab "-"_z""*'!" ity phet w58 Variabie View o

Variable View tab

Status Bar



READING THE DATA VIEW 2 *Sample Dataset 2014 - Labeled.sav [DataSetl] - IBM SPSS Statistics Data Editor == | S

WINDOW File Edit Yiew Data Transform Analyze Graphs Custom  Wtilities Add-ons Window Help
. . =] L . A -
When you view data in SPSS, = = i””;l Columns are variables E &t ae]
each row in the Data View Rows are cases v v - |Visible: 24 of 24 Variables
represents a case, and each ids Rank Gender Athlete Height VWeight
column represents a variable. | 1 b——» 20183 . Male Mon-athlete 66 92 192 61 g
e Cases represent | 2 |———» 20230 Freshman Male Athlete 8011 .
independent Observations, 3 20243 Junior Female Mon-athlete £55.99 128.40 :
. t 1 nitS or 4 202438 Freshman .| Mon-athlete 61.32 15387
eXp.erlmen alu ’ 5 20255 Sophomaore Female Mon-athlete B5.T5 B
subjects. 6 20278 : Male MNon-athlete 70.66 179.20
» For example, if the data 20389 : Male MNon-athlete 70.68 198_T2 IE
] —— r
are based on a survey of

H Data View].| Variable View

ollege students, then each
row ln the data Would | |IEIr-.-1 SPSS Statistics Processoris ready| |Cases: 1DU|Unic0de:DN| | | |

srEREAA L iR } e
IIU PdI'L
B ault the Data View window has the following shortcuts for common

1 [DataSet0] - IBM SPSS Statistics Data Editor ! T T

File Edit View Data Transform  Analyze Direct Marketing Graphs  Utilities  Add-ons Window  Help
(SR8 B e -~ BiacilF B 5 e Ao®
|

I I war " war ” war " war " var " war " war " war " war " war ” war " W

= (Tool Bar ) Toliga™ Loy i
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lcon

Y

= A

Tooltip

Open data
document

Save this
document

Print

Recall
recently
used
dialogs

Undo a
Lser
action

Redo a
Lser

action

G0 to case

Go to
variable

arables

Run
descriptive
statistics

Find

Insert
cases

Description ‘j_ﬁmr"! ﬂh%

Open a datafile. Equivalent to File = Open = Data.

Save the active dataset. Equivalent to File > Save or +B

Print the contents of the active data view window. Mot recommended. Equivalent to File = Print.

Shows the list of most recently used dialog windows. Use when you need to re-run an analysis.

Equivalent to Edit > Undo (in the drop-down menus) or +@

Equivalent to Edit = Redo (in the drop-down menus) or faddl +.

Jump to a specific case (row) in the active dataset. Equivalent to Edit = Go to Case.

Jump to a specific vanable (column) in the active datasst. Equivalent to Edit > Go to Variable.

View the variable name, labels, type, measurement level, missing value codes, and value labels for all variables in the active window. Equivalent to Utilities
= Variables.

Run descriptive statistics (using the Frequencies procedure) on the selected variable. The statistics shown are determined by the variable measurement
level setting. Mominal and ordinal variables are summarized with a frequency table; scale varnables are summarized using mean, median, standard
deviation, range, minimum, and maximum. Only activates when a cell or column in the Data View window is selected. Equivalent to Analyze > Descriptive
Statistics = Frequencies.

Search for a value or observation in the dataset, or search and replace a value or observation in the dataset. COnly activates when a cell in the Data View
window is selected. Equivalent to Edit > Find and Edit > Replace, or +[@and + @), respectively.

Insert a case between two existing cases. Equivalent to Edit > Insert Cases.




Untitled1 [DataSetO] - IBM SPSS Statistics Data Eh — ‘
File Edit View Data Transform Analyze Direct Marketing Graphs Utilities Add-ons  Window
: [= [A]
SHEHe M« » Bl N ad ‘D W %
I |
I var " war " var ” var " var " var " war " var " var " war " var ” i
[ 1 |
| 2
@ Insert Insert a new varable between two existing variables. By default, new variables created this way are scale numeric variables. Equivalent to Edit > Insert
variable Variable.
e Split file Stratify your analyses based on a categorical variable. For example, if the variable Genderis selected in Spiit File, running descriptive statistics on any other
= variables will produce descriptives for males and females separately. Equivalent to Data > Split File.
[\% Weight Set a weighting variable. Equivalent to Data > Weight Cases.
= cases
"i Select Extract a set of cases to a new datafile based on some criteria, or apply a filter variable. Equivalent to Data > Select Cases.
J cases
§ Value Toggle whether the raw data or the value label is displayed in the Data View window. Equivalent to View > Value Labels.
WS japels
i@ Use Select or unselect sets of variables to show in the active window. Mulfiple sets can be selected at a time. Equivalent to Utilities > Use Variable Sets. Note
variable that you must first define a variable set (Utilities > Define Variable Sets) in order for this to be useful.
sets
(% Show all  Shows all variables in the active dataset. Only activates if Use Vaniable Safs has been used. Equivalent to Utilities > Show All Variables.
variables
i% Spell Searches the contents of the dataset for misspellings. Only activates when data is entered into the Data View window or a data file is opened. Equivalent to
check Utilities > Spelling.




« In SPSS Statistics, you need to define your variables, which occurs in the Variables View.
» To access the Variable View you need to click the Variables View tab as shown below:

Columns represent attributes of variables

vai Untitled1 [DataSet0] - SPSS Data Editor

Untitled? [DataSet?] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Analyze Graphs Utiities Add-ons Window Help

=l

o|d|] | o] =|B] 4 A ) ‘ | | Vsitl: 0 of0 Variabes
Mame Type Width | Decimals Label r a “ i H r H ar H
2 ‘ ; Click the Variable View tab
3
Rows 4
represent { 5
variables B :
7
g — 5
9 % Il
0 . —
4 | » [\ Data View i'ﬂ'arial:lla View (IRINNA| M,
|SPSS Processor is ready 4 | B PSS Stafisics Processoris ready | UnicodzON || ‘
Fig. 2 Variable View Window
= [ [ —
H8 D v~ Bl HEx A o “$
. Type Width | Decimals Label Values Missing Columns Align Measure || Raole
1 [ —
o
In this Variable View, you can adjust the properties of each of your variables under|11] categories: Name, Type,

Width, Decimals, Label, Values, Missing, Columns, Align, Measure and Role.
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To change the name of a column (variable) in the Data View sheet, click in the appropriate cell and
type in the new name. The names in this column must not start with a number. They also cannot contain special
characters such as / * S, space etc. You will be given an error message if your name is in illegal format.
 The name of the variable, which is used to refer to that variable in syntax. Variable names can

not contain spaces. Note that when you change the name of a variable, it does not change the
data; all values associated with the variable stay the same. Renaming a variable simply changes
the name of that variable while leaving everything else the same. For example, we may want to
rename a variable called Sex to Gender.
To change a variable's name, double-click pn the name of the variable that yon wish to re-name.
Type your neWV righle name 215l s 43 Lale ol aanall G 13Sa s AN el 3 Gender w1 s J s
—: SPSS zali_n & <l usiall eland 3,

.characters 3se 35lad S0 )l Jeka oy 50 W —1

= s period 3_58 o LE G o B el oS5 888 jee S0 Ay Lal cm smy uRtiell addd lan O ey 2
B  H @ Hse W EE G (L) W]

(- ) Bomas aanall ad ey o) S W —3

_*;-“7;:ﬁmbﬂJjﬂ)ﬂﬂj_,Ldﬁ)mﬂﬂwiMy —4

newwvar s WEWWVWVAR elacy1a 3 naiall Cag sl g5 58Sl s g =l e SPSS Tl Saen T —5

In order for your data analysis to be accurate, it is imperative that you correctly identify type and formatting of
each variable.
SPSS has special restrictions in place so that statistical analyses can't be performed on inappropriate types of
data: for example, you won't be able to use a continuous variable as a "grouping" variable when performing a t-
test.
Information for the type of each variable is displayed in the Variable View tab. Under the “Type” column,
simply click the cell associated with the variable of interest. A blue “...” button will appear.

Mame Type

D Numeric




i | s S 251

i o o) can udal) au)
A » i.[i-- e ¢t ¢ ) «% uhﬂ‘dlduaﬂhb.lué.u.ly J.ﬂ.n.“ tn.u‘
. iad glhae) 2 Ji&S underscore Ade , ¢ . > < o o

Nn&,au&.“;iuaéaywmwuae@v,m uh)wi&u;
. alagdll 5 cunderscore Jasla uiall
daugl ol Aalgall of dlaul) uﬂ Adluia Cpanals ¥ uidall and

SPSS geabiy o Aliadle aes clibial) (i B 580 Y uiial) andl
Case Sensitive _al

Al 3 cial) of Aliada aa s 64 8 w3 Y sial) aud Sk
uala&.a‘,ﬂuﬂi

Chaiall plawlS o of zalipd) Jas ¥ AN (4alS 13) cilalS dllia
gt, It, le, ge, eq, ne, to, with, all, by, and, or, not :Jia



B

Q Variable Type

Comma

Dot

Srientific notation
Date

Dollar

Custom currency
String

Restricted Mumeric (integer with leading zeros)

Decimal Places: D

. The Mumeric type hanors the digit grouping setting, while the Restricted
2 mMumeric never uses digit grouping.

Cox I[CanceJ][ Help |

click the cell associated with the variable of interest. A

blue “...” button will appear. | Type |
1D Mumeric

The two common types of variables that you are

likely to see are numeric and string.

*To change a variable's type, click inside the cell

corresponding to the “Type” column for that variable.

A square "..." button will appear; click on it to open

the Variable Type window. Click the option that best

matches the type of variable. Click OK.
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(Mumeric) (saanall azll sa (default) (s ~J1) e T L S SR R R AP
-_aJth'-libJ:i.;;;ng.E.-i:_r:-_njlinwl_LHMJMJFUJT--E@MJ_LE.JJ”},&J
NP -1 | L
:JL‘:J‘ __'l.:-_-—fq.L'l ;_:}.A:Jr\hijLaﬂ-r.Lh:_ﬁ:ﬁ:Ln_}L:':::—1lr}5Lj1¢,¢p—
{‘I-I..F‘l.'—!‘.‘ll.l sk P ‘-ii'J.I. R
rlii,,"l S Bl aced g Al Azl e e 2 Mumeric
P REN PR - P oks 4z cJ e aadl Al E
i = ol Do aplas Ao (g L = o > Comma
st g it e g pinll 7.500 el |
r-'.J._-I-..'_._.L: P -L;_:..i S ks ase ._';.LI-‘ JJ.L-JIJ.._J-;.;J_! _
) ' LT P L Dot
iaiy fome e el -0 e} 3l
plosaly SG pB e Bl aned s A0 saaall oAsld
s s L23EA+3 ) N 5 10 o3 05,0 E e e ~ Scientific motaticn
(1230 ezl DOP pan,, a1 23
Rt il PR~ |.-Li_.;.ll o s gls asad (g ddl ool asall LS s £ ek
Cow el Gl 20 T S0l 5T ala o J1 5T e 51 520D _n e
e -‘.."“:-'..l..!‘__._.:‘r'-..:,;-Li;'ui:,.c- CJ S - | - TP | TN L L5 o
v _J Daollar
(5 7.99 (B am
Hws 3N, 5T I:'I‘;.;' R - B e .
Lt Custom currenicy
(SE 799 ,0LET.25 p) floee
JEN I TY P FENTE AR R | e TN L - i
{-C_"l' RET-SN 1 EI e ERC, | S T Ty -+ Stgng |




SPSS Variahle Tvnes and

FO Understanding SPSS variable types and formats allows you to get things done fast and

reliably. Getting a

grip on types and formats is not hard if you ignore the very confusing

information under variable view. This tutorial takes away the confusion and puts you back

in control.

We encourage you to follow along with this tutorial by downloading and opening

computer_parts. —

SPSS Variable
Types

*computer_parts.sav [formats] - IBM 5PSS Statistics Data Editor

File  Edit View Data Transform  Analyze  DirectMarketing  Graphs  Utilities  Add-ons  Window  Help

EHe B Y ELEE HEE E4E 400 % ©,4123456789|

7 |

| name || weight || date || time || datetime || commission || price || var
1 |mouse 16 26-Jan-2015 9:48:57  26-Jan-2015 09:48:57 2200%  $1883
keyboard 35  26.Jan2015 9:48:57  26-Jan-2015 09:48:57 17.00%  $24.94
monitor 420  26-Jan-2015 9:48:57  26-Jan-2015 09:48:57 1750%  $2037
4|

*" " SPSS has two variable types: string and numeric.
* Numeric variables may contain only numbers.
e String variables may contain letters, numbers and other characters.

* The distinction between numeric and string variables is important because the variable type

dictates what you can or cannot do with a variable.
* You can do calculations with numeric variables but not with string variables.
* You can use string functions such as taking substrings or concatenating with string variables
but not with numeric variables.




 There are no other variable types in SPSS than string and numeric.
However, numeric variables have several different formats that are
often confused with variable types. We'll see in a minute how

De@ﬁﬂmas@‘tﬂ%wwlpﬁ‘wmany users on the

Before doing anything whatsoever with a
variable, we always want to know whether it's a
string or numeric variable. Don't rely on a visual
inspection of your data view for determining
variable types; it may be hard, sometimes
impossible to see the difference between the two
variable types. Instead, inspect your variable
view and use the following rule:
if “Type” is “String”, you're dealing with a string
variable;
if “Tvne” i anvthing elge than “Strine”_vou're

SPSS Variable Type versus Format

VARIABLE
TYPE

VARIABLE

FORMAT

-{ String H A10 :

Fo.2

—[ Numeric }—

H Da

'"Great!"

FI'2OI50H

et ) “2Jan-2015°

Fl'93624 ]

SPSS suggests that “Date” and “Dollar” are
variable types as well.
However, these are formats, not types.

The way they are shown here among the
actual variable types (string and numeric) is

one of SPSS’ most confusing features.

[ *compu
File E Wiew  Data  Transform  Amalyze  Direct Marketing  Graphs
EHES W = b A= 5 B B2 = & B
- ™
Name _Tyrpe Wil String
1 name String l:.fl> .
2 weight Numeric 5 | Variable y ¢
3 date Date 11 . <
4 time Date 8 Numeric .
5 datetime Date '2%> Variables o
6 COmmission 4 - Z d
T price Dollar 4 2
8



§PSS ria

et's now ave a at th e a a under data view as shown the screenshot below. We'll briefly describe the

Inhroduatle ne see.

(1) The first variable holds words;

(2) The second variable holds numbers with two decimal places;

(3) The third variahle holds dates;

(@ The fourth variable holds times;

(5) The fifth variable holds dates and times;

() The sixth variable holds percentages:;

(@) The seventh variable holds numbers of dollars with two decimal places.

* First there's the actual values as SPSS stores them internally. These consist of nothing but numbers.

* Second, the actual values can be displayed and treated in a myriad of different ways. Like so, numeric
variables may seem to contain letters of months or dollar signs.

* These different ways of displaying and treating the actual values are referred to as variable formats.




Determining SPSS

Va%% F‘Hﬁﬁéﬁer, “Type” under variable view shows a confusing mixture of

variable types and formats.

 Unfortunately, it doesn't allow us to determine the actual formats. However, the

following line of syntax does the trick here:

display dictionary.
« After running it, we see one or more tables with dictionary information in
the Output Viewer window as shown by the screenshot below.

Variable Information

Measurement Column
variable Fosition Lahal Level Rola Witlth Alignment Frint Format Write Format
name 1 “nones= Mominal Input Left A0 Al
weight 2 | =none= Scale Input Fight F5.2 F5.2
date 3 | =none= Scale Input 11 Right DATE DATE11
time 4 | =none= Scale Input Right TIMESR TIMESR
datetime 5 | =none= Scale Input 16 | Right DATETIMEZ2 | DATETIMEZ2
commission 6 | =none= Scale Input Right FCT4.2 PCT4.2
price 7 | =none= Scale Input Right DOLLARY. 2 DOLLARA 2

Yariables in the working file

« SPSS distinguishes print and write formats but we don't ]
about this distinction.
SPSS variable formats consist of two parts. One or more lett

The takls telow disambiguates variable types, format families and formats for the
cata we've besn studying so far

VARIAELE TYPE FORMAT FAMILY FORMAT (EXAMPLE) SHOWN AS

. Eiring & A ord.
the format family. " o
« Most of them speak to themselves, except for the first tw| v i
e A (“Alphanumeric”) is the usual format for string variab) " HATE DATEN! P
 F, (“Fortran”) indicates a standard numeric variable. Hurrs TINE TIKER 16:56:10
Formats end with numbers, indicating the number of charaq| . DATETIME DATETIMEZD Sean-2013 B30
shown. .. .. Humsric PCT RCTE2 21.99%
* If a period is present, the number after the period indicate

Murmenz CoLLAR DOLLARE.2 $15.83

number of decimal places to be displayed.




Numeric

 Numeric variables have values that are numbers (in standard format or scientific
notation).

¢ Missing numeric variables appear as a period (i.e., “.”).

e Example: Continuous variables that can take on any number in a range (e.g., height,
weight, blood pressure, ...) would be considered numeric variables. The researcher can
choose as many or as few decimal places as they feel are necessary. In this situation,
the Measurement setting should be defined as Scale.

« This particular type of numeric variable can be used calculations—e.g., we can compute
the average and standard deviation of heights.

 Example: Counts (e.g., number of free throws made per game) are a numeric variable
with zero decimal places. In this situation, the Measurement setting should be defined
as Scale

 Certain mathematical calculations are valid when applied to count variables (e.g., mean
and standard deviation), but some statistical procedures are not (e.g., linear regression).

« Example: Nominal categorical variables that have been coded numerically (e.g.,
recording a subject's gender as 1 if male or 2 if female) would be classified as numeric
variables with zero decimal places. In this situation, the Measurement setting must be
defined as Nominal.

This type of numeric variable should never be used in mathematical calculations.

« Example: Ordinal categorical variables that have been coded numerically (e.g., a Likert
item with responses 1=Good, 2=Better, 3=Best) would be classified as numeric variables
with zero decimal places. In this situation, the Measurement setting must be defined
as Ordinal.

In general, this type of numeric variable should not be used in mathematical
calculations.

 Note that some SPSS procedures require that grouping variables be coded as numeric (e.
g., the independent samples t-test; legacy dialogues for nonparametric methods; etc.)

String

c"'“':“” TT'\“;"I‘\]A(‘ 'Afh;nl\ T WM nlnn nn]]nr] n'mhnmrlmnm;n 1onm;nl\'nn ra s =l nlinmnnfnm



« Example: Any written text is considered a string variable, including free-response
answers to survey questions.

 The next few variable types are all technically numeric, but indicate special formatting.
If your data has been recorded in one of these formats, you must set the variable type
appropriately so that SPSS can interpret the variables correctly. (For example, SPSS
cannot use dates in calculations unless the variables are specifically defined as date
variables.)

Comma

Numeric variables that include commas that delimit every three places (to the left of

the decimals) and use a period to delimit decimals. SPSS will recognize these values as

numeric—with or without commas, and also in scientific notation.

Example: Thirty-thousand and one half: 30,000.50

Example: One million, two hundred thirty-four thousand, five hundred sixty-seven

and eighty-nine hundredths: 1,234,567.89

Dot

Numeric variables that include periods that delimit every three places and use a

comma to delimit decimals. SPSS will recognize these values as numeric—with or

without periods, and also in scientific notation.

Example: Thirty-thousand and one half: 30.000,50

Example: One million, two hundred thirty-four thousand, five hundred sixty-seven

and eighty-nine hundredths:1.234.567,89

Note about comma versus dot notation: comma notation is standard in the United

States.

Scientific notation

Numeric variables whose values are displayed with an E and power-of-ten exponent.

Exponents can be preceded by either an E or a D, with or without a sign, or only with a

sign (no E or D). SPSS will recognize these values as numeric, with or without an

exponent.







Date

Numeric variables that are displayed in any standard calendar date or clock-time formats. Standard formats may
include commas, blank spaces, hyphens, periods, or slashes as space delimiters.

Example: Dates: 01/31/2013, 31.01.2013

Example: Time: 01:02:33.7

Dollar

Numeric variables that contain a dollar sign (i.e., $) before numbers. Commas may be used to delimit every three
places, and a period can be used to delimit decimals.

Example: Thirty-three thousand dollars and thirty-three cents: $33,000.33

Example: One million dollars and twelve point three cents: $1,000,000.123

Custom currency

Numeric variables that are displayed in a custom currency format. You must define the custom currency in the
Variable Type window. Custom currency characters are displayed in the Data Editor but cannot be used during
data entry.

Restricted number

Numeric variables whose values are restricted to non-negative integers (in standard format or scientific
notation). The values are displayed with leading zeroes padded to the maximum width of the variable.
Example: 00000123456 (width 11)

Wldth o " S LN R | _‘-:-_:AI_;_F_I'I _fi.,,:L_-_ a ul___L:-'—J_I.'l Aol il o i Widicdth l_J..:‘_?— -3

SOl 1 ek s 35 550D UL B e 0550 21 D1 e

The number of digits displayed for numerical values or the length of a string variable.
To set a variable's width, click inside the cell corresponding to the “Width” column for that variable. Then
click the "up" or "down" arrow icons to increase or decrease the number width.

g Mumeric 8 =

MName Type [ Width




DEElmals o J-F{‘ :'Lﬂ-l:l o JLP s 1_;"#5 2 siad) Eﬂu;:_;.l i_ﬂm" Decimals J: =

Goemeall @,V Bl b Lglad] 5l ety s 35 0508) Sl Cnad

The number of digits to display after a decimal point for values of that variable. Does not apply to string
variables. Note that this changes how the numbers are displayed, but does not change the values in the dataset.
To specify the number of decimal places for a numeric variable, e =
click inside the cell corresponding to the “Decimals” column for that variable. Decimals
Then click the “up” or “down” arrow icons to increase or decrease the number of decimal places.,gg|

Example: If you specify that values should have two decimal points, they will display as 1.00, 2.00, 3.00, and so
on.

Label L 5 sl 2o ol i, =
endl e e Ll panl Cie ) addey Label J&=

A brief but descriptive definition or display name for the variable. When defined, a variable's label will
appear in the output in place of its name.
Example: The variable expgradate might be described by the label “Expected date of college graduation”.

W:‘.‘ﬁ 3! (Ordinal ) .__s‘:;_;:'!' el el iy ol ¢ N -] values Jiz -0

s S e "L L1 e 5 51 e Jaaaalls - Nominal)

First, click on the "None" cell box and
then on the [=:) button, as show in the il =
diagram below: i

R R O
bl PR
Lahel Yalues Migsing Caolumns Aligrn

.| None B = Right T M T
Tegal oy o Nokaee Je bl 2 2

. 8 = Right Ldh pda s e
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Values
For coded categorical variables (i.e., nominal or ordinal) variables, the value label(s) that should
be associated with each category abbreviation. Value labels are useful primarily for categorical (i.
e., nominal or ordinal) variables, especially if they have been recorded as codes (e.g., 1, 2, 3). Itis
strongly suggested that you give each value a label so that you (and anyone looking at your data or
results) understands what each value represents.

«  When value labels are defined, the labels will display in the output instead of the original codes.
Note that defining value labels only affects the labels associated with each value, and does not
change the recorded values themselves

Example: In the sample dataset, the v

epresent the categories Male

and Female, respectlvely Let s define EAEEEEEE b variable in the sample
ﬂﬁ E m ::J Yalue Labels
j ) . : Repeat the above, entering
] ; ! l‘.' L < "2" in the Value: box and
abel Values Miszing | Columns Alig Lebel el A | "Eemale" in the Label
N 8 = Righ L
o DE ] = R:ghi : - and click on the Add 1.
Mone B = Right
élick here
If you wish to change or remove a value and label that
you have added to the center dialog box, do the . _
followin g: £ Value Labels @
 To change a specific value or label, highlight the e _
value/label in the center text box in the Value Labels - I
window. Click | ! —— |
« Now the selected value/label will be highlighted (o [poorenae
yellow. Make changes to the selected value or label as
needed. Click Change.
 The changes will be applied to the value/label you
hlghllghted' é [ o4 ][Cancel][ Help ]




Missing

Missing

The user-defined values that indicate data are missing for a variable (e.g., -99 or 999). |Mane |% —

Note that this does not affect or eliminate SPSS's default missing value code (".").
This column merely allows the user to specify alternative codes for missing values.

To set user-defined missing value codes, click inside the cell corresponding to
the “Missing” column for that variable. A square button will appear; click on it.

Click the option that best matches how you wish to define missing data and
enter any associated values, then click OK at the bottom of the window.
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@ Missing Values @

@ Mo missing values

@) Discrete missing values

@ Range plus one optional discrete missing value

[ ol ][Cancel][ Help ]
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Columns

The width of each column in the Data View spreadsheet. Note that this is not the same as the number of digits
displayed for each value. This simply refers to the width of the actual column in the spreadsheet.
To set a variable's column width, click inside the cell corresponding to the “Columns” column for that variable. Then

click the “up” or “down” arrow icons to increase or decrease the column width.




Align

The alignment of content in the cells of the SPSS
Data View spreadsheet.

center-justified.

To set the alignment for a variable, click inside the
cell corresponding to the
"Align" column for that variable. Then use the drop-

. Al e
ulgu:-|‘:|hhi)n.1'|_;i:\=t;-1yljr.i;-1 é_,.é.ﬁ._l.b..ﬂf.).:c.._u_ Allgr Ja= 9

At

Options include left-justified, right-justified, or S iy 1= | of v [l JEH1 e il e Jaalls (L eft) Ll
| Aign |
(Center) b Jl olé1 51 (Right) cuadl el jlasl S5 =Llet |~
= Left
= Right
= Center

down menu to select your
preferred alignment: Left, Right, or Center.

Measure . . ! . 1 : o Measure 2L
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& Scale (KA g TR e eVl e bialls . (Scale)
il Ordinal E"J f"jm il ol L uJ""' :
&b Nominal i S o gl g adl 3 LS o ety i st S O Eor
.(Nominal) eu i 51 (Ordinal) 531 5l ¢ 5 ket 85 plus Lk olns #5

in SPSS By default, variables with numeric
responses are automatically detected as

“Scale” variables.

Role

“ Input

-

“w Input
@) Target
®) Bath
& None
EE Partition
= Split
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Input: The variable will be used as a predictor (independent
variable). This is the default assignment for variables.
Target: The variable will be used as an outcome (dependent

variable).

Both: The variable will be used as both a predictor and an
outcome (independent and dependent variable).

None: The variable has no role assignment.

Partition: The variable will partition the data into separate

samples.

Split: Used with the IBM® SPSS® Modeler (not IBM® SPSS®

Statistics).

LlarY oYl e JYI Juadl A G o L icanl 312 5 4L S5 LS
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E& Options

=S

File Locations Scripts Multipl EE%I’ [—SblEm
[ oo | viewsr | oma | cummo. | owss | cnams |

rwWariable Lists
@ Display Ial_)elsé
Display names

—Output

] Mo scientific notation for small numbers in tables

1 apply locale's digit grouping format to numeric values

Alphabetical
@ File

Measurement level

Measurement system:

Language English

rRoles

in dialogs.
@ Use predefined rales

Use custom assignments

To save time, some dialogs allow the use of predefined
field roles to automatically assign variables (fields) to lists

Motification:
Raise viewer window

[~ Scroll to new output

Choose
General
Sentimeters =) Then
= choose
Unicode

Then

rCharacter Encoding for Data and Syntax
B T g

rWindows

®

D Unicode (universal character se

Look and feel:

SPS5S Standard

- Character encoding cannot be changed when any

[ Open syntax window at startup

[] ©Open only one dataset at a time

non-empty datasets are open

Ok

rUser Interface

Language: |Eng]15n

Untitled]l [DataSet0] - IBM SPSS Statistics

Edit JView Data

Transform

Ad

Il

Insert Variable
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&%, Find Mext
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Ou tpu o Right pane contains statistical tables, charts and text output
. {2 Output1 - SPSS Viewer b (0| x|
Vlewer File Edit ‘iew Data Transform Insert Format Analyze Graphs [Utlities Window Help
clel2n] B B o Ok 9 & %
This window
«»| +|=| &|O] = |
|+ +1- £I0] *|5La] || s
= oot 21l automatically the
= {&] Frequencies . .
[ Tile Frequency | Percent | Vali first time you run
- EI Motes Walid Clerical 363 TBB a procedure that
B Active Dataset Custodial 27 57 generates output.
g Statistics Manager a4 177 .
o L@ Employment Category Tatal 474 100.0 See Flgure for
~ —~— - vl|| details.
«| | v]]4] | »
T PSS Processor is ready y
I
Left pane contams outline
view of the output contents

E*wpuﬂ [DdumentT] - IBM SPSS Statistcs Viewer ‘o[ &[ex]| Output Viewer
Fle Edit View Data Transform Inset Format Analze Graphs Utiifies Addons Window Help | When you perform any command in SPSS, the Output Viewer
0o ™= = a N window opens automatically and displays a log of the actions
.i H = & \@_1 L= E @ & % ‘@ @ taken and the associated output. Primarily, the Output Viewer is
« [’ + - h h % & @ where the.results of statistical analysis are shown, but any .
. - command invoked through the drop-down menus or syntax will
E"Cfﬂ OLU]%DEL NEW FILE. be printed to the Output Viewer. This includes opening, closing,
’ DATASET NAME DataSet3 WINDOW=FRONT. or saving a data file. If an Output Viewer window is not open
when a command is run, a new Output Viewer window will
| automatically be created.
q b
|BM PSS Statistics Processoris readyf| | |Unicude:0N




SPSS Output Viewer

SPSS’ Qutput Viewer window is the window that contains all output we
generate. The most typical output items are tables and charts that
describe patterns in our data. An Output Viewer window opens
automatically when we generate output. It's recognized by a purple icon
f (or & for older SPSS versions).

*Qutput2 [Document?] - 1BM SPSS Statisic Viewer - oIl
File Edit View Data Transform Insert Format Analyze DiractMarketing Graphs Utiliies Add-ons Window Halp
HEdH1234567
+{g Output |L

SPSS Output Viewer Window - Example

We recommend you follow along by downloading employees.sav. Next,
open this data file, preferably as shown in Syntax Editor window. At this
point, you'll probably have two SPSS windows open: the Data Editor and

Syntax Editor.” Now, add the line

frequencies job satisfaction.

to the end of the Syntax Editor window. You can run this command by
selecting it and pressing the @| + [E| shortkey. On doing so, an SPSS
Viewer window will open, containing the output of the FREQUENCIES
command we just ran.

SPSS Output Viewer

s

*Quiput5 [Document) - IBM SPSS Statistics Viewer

File Edt View Data Transform Inseit Format  Anahze DirectMarketing Graphs Ublibes Add-ons  Window Help

SHOR ¢ ® Y BELE Q0 ¥ BRo B
% +- BB S0a[©412345678609

|BM SPSS Stalistics Processor is ready| |

2 Output =
Elgl--émﬁequencies » FI'@ql.IGI'ICIBS
F+E) Tive
E Nofes Statistics
r [,& Statistics
“L Jovsafisachoninll ) aeracton ingicated by res
. M Walld 14
[ Output Outline J —_ ) [ Actual Output J
iy satistaction indicated by respandent
il ) Cumulative
Frequency | Percent | Valid Parcent Percant
Walld Wery dissabsiad 3 140 214 M4
Rather dissatisfied 2 10.0 143 357
MEutral 1 50 71 424
Rather satisfied 4 0.0 286 T4
Ve satisfed 4 0.0 286 1000
Total 14 0.0 1000
Wissing  System fi 300
Tatal 20 100,0
-
— MY M |

Unicooe:ON | |

First, note that the Output Viewer window has two sections: the left pane
shows the output outline and the right pane shows the actual output.
The outline shows that the output items such as headings and tables are
organized according to a tree structure.

Ouput items can be selected in both panes. For selecting multiple
items, press [shift | or [ctrl| while clicking on the items. In the outline
pane, all items under a branch can be selected at once by clicking the
book icon E of this branch.

All items under a branch can be hidden by clicking the minus icon E
shown in the outline. For deleting items, select them and press the
[delete| button on your keyboard.

+



SPSS Output Files -

Reporting on SPSS

SPSS Ouput files are rarely used for reporting results. A major reason
Is that they can't be opened by recipients who don't have SPSS installed
on their computers.”

Also, reports tend to contain quite some explanatory text. Technically, you
can insert text, headings and even images (such as a client logo) into an
output file. For doing so, navigate to Insert  New text as shown in the
screenshot.

i
fa *Qutput? (Document2) - 1BM SPSS Statistics Viewer =0 n
File Edt View Data Transform Insert Format Analize DirectMarketng Graphs Utihies Add-ons Window Help

He4m1234 &% Page Break

As we just suggested, you probably don't want to report on SPSS Ouput
by saving and sharing your Output file(s). So what are the alternatives?
Many people write their reports in a word processor such as Microsoft
Word. In this case you'll probably want to simply copy and paste output
items from SPSS" Output Viewer window into your repaort. In most cases,
using the [ctrl +|c and|ctrl| +|v|shortkey should do the job.

If the result is not as desired, you may try right clicking the output item
you want to copy, select Copy Special and try Rich Text for tables or
Image for charts. This is shown in the screenshot below.

A

SPSS - Copy & Paste Qutput

& Copy Special

il ] L
[%F mcles = New Heading ’
D Hates i New Tifle
([ Activa Dataget ‘\data\employees.sav
(§ Statistics & New Page Tifle
| [ Job safisfaction indicated by res|| | <& New Text

However, we find this rather cumbersome and there's no way to create a
decent layout for the content.

Jab satistaction indicated by respondent
Cumulative Formats lo copy: FOR TAGLES
Frequaney | Percent | Valid Percent Parcent —
|| Plain Text

Walid Wary dissaislied 3 15.0 X4 14 3 Rith Tt (RTF)

Rather dissatisied 2 100 14.3 357 [ Image [JPG, PNG)

Heutral il 1 424 Ietafile (WMF, EMF)

Rather satisfiad Cut 74 7] Excel Worksheet (BIFF)

Wary satsfad Capy 1000

Total 1 . { FOR CHARTS I
Missing  System EEEE - Save a5 defaull
Tital 2 Paate Afer -

— Ox | Cancel
Create/Edit Autoscript.. u \J
A

A second option, found under File b Export is Export Output. An
advantage of this is that it works by means of syntax which you can paste
and save. If you need to correct and rerun your syntax at some point, the
corrected output will be exported automatically as well.
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What is a Hypothesis?

in the USA legal system (a person is innocent until proven guilty)

A patient goes to a physician and reports various symptoms. On the basis of the
symptoms, the physician will order certain diagnostic tests, then, according to the
symptoms and the test results, determine the treatment to be followed.

In statistical analysis we make a claim, that is, state a hypothesis, collet data, then use
the data to test the assertion.

We define a statistical hypothesis as follows.

in statistics, is a claim or statement about a property of a population

Or
A hypothesis may be defined simply as a statement about one or more populations.
Or
A statement that something is true
e OR

A statement about a population parameter subject to verification.
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What is Hypothesis Testing or testing a hypothesis?

Is also called significance testing

A procedure based on sample evidence and probability theory to determine whether the
hypothesis is a reasonable statement.

is a standard procedure for testing a claim about a property of a population.

Or

is to test the claim or statement

Or A hypothesis is a claim (assumption) about one or more population parameters.

Goal: Make statement(s) regarding unknown population parameter values based on sample data.

Hypothesis Testing: A hypothesis is a claim (assumption) about one or more population
parameters.

Example: A hypothesis might be that the mean monthly commission of sales associates in
retail electronics stores, such as Circuit City, is $2,000.
We cannot contact all these sales associates to ascertain that the mean is in fact $2,000. The
cost of locating and interviewing every electronics sales associate in the United States would
be exorbitant.

To test the validity of the assumption ( p = $2,000), we must select a sample from the
population of all electronics sales associates, calculate sample statistics, and based on
certain decision rules accept or reject the hypothesis.

A sample mean of $1,000 for the electronics sales associates would certainly cause rejection
of the hypothesis.

However, suppose the sample mean is $1,995. Is that close enough to $2,000 for us to accept
the assumption that the population mean is $2,000? Can we attribute the difference of $5
between the two means to sampling error, or is that difference statistically significant?



The population mean monthly cell phone bill of Cairo city is:u = $42
Not logic to met every person in Cairo and ask about monthly cell phone bill

To test the validity of assumption y = $42 we must select a sample from population, then
calculate sample statistics, and based on certain decision rules accept or reject the
hypothesis.

A sample mean of $15 for monthly cell phone bill in Cairo would certainly cause rejection of
the hypothesis.

However suppose the sample mean is monthly cell phone bill $38
Is that close enough to u=%$42 for us to accept the assumption that population mean p = $42 ?

Can attribute the difference of $4 between the two means to sampling error, OR is the
difference statistically significant?

Hypothesis Testing: A procedure based on sample evidence and probability theory to
determine whether the hypothesis is a reasonable statement.

The average number of TV sets in U.S. Homes is equal to three; p =3

* |t lIs always about a population parameter, not about a sample statistic
« Sample evidence is used to assess the probability that the claim about the population

parameter is true o e o
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Hypothesis Testing Steps

 There is a five-step procedure that systematizes hypothesis
testing; when we get to step 5, we are ready to reject or not
reject the hypothesis.

e However, hypothesis testing as used by statisticians does not
provide proof that something is true, in the manner in which a
mathematician “proves” a statement.

* |t does provide a kind of “proof beyond a reasonable doubt,” in
the manner of the court system.

 Hence, there are specific rules of evidence, or procedures, that
are followed.

 The steps are shown in the following diagram. We will discuss
in detail each of the

steps.
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Hypothesis Testing Steps

Step 1: State the Null Hypothesis (HO) and the Alternate Hypothesis (H1)

The first step is to state the hypothesis being tested.

It is called the null hypothesis, designated HO, and read “H sub zero.”
The capital letter H stands for hypothesis, and the subscript zero
implies “no difference.” There is usually a “not” or a “no” term in the
null hypothesis, meaning that there is “no change.”

For example, the null hypothesis is that the mean number of miles
driven on the steel-belted tire is not different from 60,000. The null
hypothesis would be written HO: = 60,000.

Generally speaking, the null hypothesis is developed for the purpose
of testing.

We either reject or fail to reject the null hypothesis.

The null hypothesis is a statement that is not rejected unless our
sample data provide convincing evidence that it is false.

We should emphasize that, if the null hypothesis is not rejected on the
basis of the sample data, we cannot say that the null hypothesis is true.



To put it another way, failing to reject the null hypothesis does not prove that
HO is true, it means we have failed to disprove HO.

To prove without any doubt the null hypothesis is true, the population
parameter would have to be known.

To actually determine it, we would have to test, survey, or count every item in
the population. This is usually not feasible.

The alternative is to take a sample from the population.

It should also be noted that we often begin the null hypothesis by stating,
“There is no significant difference between ...,” or

“The mean impact strength of the glass is not significantly different from....”
When we select a sample from a population, the sample statistic is usually
numerically different from the hypothesized population parameter.

As an illustration, suppose the hypothesized impact strength of a glass plate is
Example U= 70 psi, and the mean impact strength of a sample of
Sample Size n = 12 glass plates is mean = 69.5 psi.
We must make a decision about the difference of (parameter- statistic (70 - 69
= 0.5 psi.
Is it a true difference, that is, a significant difference (70 - 69 = 0.5 ),
Different is true or due to chance (sampling)
To answer this question, we conduct a test of significance, commonly referred
to as

e Test of hypothesis.






NULL HYPOTHESISA : statement about the value of a
population parameter developed for the purpose of testing
numerical evidence.

The alternate hypothesis describes what you will conclude
if you reject the null hypothesis.

It is written H1 and is read “H sub one.” It is also referred
to as the research hypothesis.

The alternate hypothesis is accepted if the sample data
provide us with enough statistical evidence that the null
hypothesis is false.

ALTERNATE HYPOTHESISA statement that is accepted if
the sample data provide sufficient evidence that the null
hypothesis is false.

The following example will help clarify what is meant by
the null hypothesis and the alternate hypothesis.

A recent article indicated the mean age of U.S. commercial
aircraft is 15 years.



The following example will help clarify what is meant by
the null hypothesis and the alternate hypothesis.
A recent article indicated the mean age of U.S. commercial
aircraft is U = 15 years.

e HO: p=15.

H1: u #15.

The equal sign (=) will never appear in the alternate
hypothesis. Why? Because the null hypothesis is the
statement being tested, and we need a specific value to
include in our calculations.
We turn to the alternate hypothesis only if the data
suggests the null hypothesis is untrue.



When trying to formulate a statistical hypothesis, | want you to
ask yourself the following question:

‘“Am | testing an assumption, or the status quo, that already
exists? (water bottle). Or am | testing a claim or assertion
beyond what | already know or can know?” (hybrid engine).

If we wanted to test the gas mileage listed on a current car
sticker, we would be testing an assumption not a claim.

“This might true, let’'s test it. If not, the
truth is something else.”

“This is accepted as true, let’s test it.”










Assumption, status quo, nothing new Rejection of an assumption

Assumed to be “true”; a given. Rejection of an assumption or the given.
Negation of the research question Research question to be “proven”
Always contains an equality (=, <, =) Does not contain equality (#, <, >)

Using the last property, we can logically derive the possible null/alternative pairs:
Ho = Hgy < Hy =

Hq # Hyg > 7 o =
ALWAYS in opposition to each other; cannot both be true.

= All statistical conclusions are made in reference to the null
hypothesis.

" As researchers we either reject the null hypothesis or fail to
reject the null hypothesis; we do not accept the null.

* This is due to the fact that the null hypothesis is assumed to be true
from the start; rejecting or failing to reject an assumption.

" |If we reject the null hypothesis, then we conclude the data
supports the alternative hypothesis
* However if we fail to reject the null hypothesis, it does not mean
we have proven the null hypothesis is “true”
* Why? Because remember from the outset we ASSUMED it was true
* Failure to reject the null does not equate to “proof” about its truth




A bottled water manufacturer’s most
popular product isa 12 fluid ounce
bottle. For this problem, and due to its

{2 T

{
{

Y

inherent superiority ©, we will use the =i
metric system instead; so 355ml. Since e

this info is on the label, we assume it R o

to be true.

But is it?

Is there anything we can assume to be true?
Yes. The 355 ml on the bottle is assumed to be true.

Which hypothesis pair seems to be appropriate?

: If the data indicates the bottles are not being filled

: properly, then we reject the null; reject our assumption.
1
1

—————————— Our assumption has not held up under analysis. We have
statistical support for the validity of the alternative

Hy = 355ml e
H, # 355ml






Different between Assumption in above example and Claim in

novt Fxamnlao

ALC AT J_IA“.I.I.I.PI.D

An auto manufacturer has developed
a new hybrid engine technology it
claims reduces fuel consumption
while driving in the city. The claimis
that the new technology improves fuel
efficiency making it better than the
old engine that produces 30 mpg. The
company will run controlled tests to
look for statistical evidence to support
the ¢laim that the new engine offers
better efficiency than the old model.

Company Claim:
HO : Fuel Efficiency <

BY Fuel Efficiency > 30 mpg

1The manufacturer is making a
claim it wishes to test; it is NOT
testing an assumption (status
quo) that already exists.

Notice: Assumption vs. Claim

e
=

g
o
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=

Statistics is never 100% certain; but it states its limitations explicitly.
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During the 2010-2011 English Premier League season,
Manchester United home matches had an average attendance
of 74,961. A club marketing analyst would like to see if
attendance decreased during the most recent season. Establish
a null and alternative hypothesis for this analysis.

What is our assumption?

We can only assume that the attendance remained the
same.
|
What is our assumption?

We can only assume that the attendance remained the
same at 74,961.

Are we testing a preliminary claim?

The marketing analyst wishes to see if attendance has
DECREASED since 2010-2011.

Which hypothesis format should we choose?

T 3
Hﬂ i Hﬂ < i Hﬂ. = i
H, # H, > I < |
PR, -

T Ho = 74,961

W N H, < 74,961






A. It starts with Null Hypothesis, H,

Represented by H,

Nooa A

We begin with the assumption that H, is
true and any difference between the
sample statistic and true population
parameter is due to chance and not a
real (systematic) difference.

Similar to the notion of “innocent until
proven guilty”

That is, “innocence” is a null
hypothesis.

Refers to the status quo, nothing new or
different.

Always contains “=” | “s” or “2” sign
May or may not be rejected
Reject H , or fail to reject H

B. Next we state the Alternative
Hypothesis, H,

Represented by H, or H, or H,

1. Is the opposite of the null hypothesis
1. e.g., The average number of TV
sets in U.S. homes is not equal to
3 (Hi:p#3)
2. Challenges the status quo
e Never contains the “=" , “<” or “2”
sign but contains “#” , “<” or “>
May or may not be proven

Is generally the hypothesis that the
researcher is trying to prove.
Evidence is always examined with
respect to H,, never with respect to H,.

5- Must be true if HO is false
6- ‘opposite’ of Null

ok
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Step 2: Select a Level of Significance
 LEVEL OF SIGNIFICANCE The probability of rejecting the null hypothesis when it is true.
 The level of significance is designated a, the Greek letter alpha. It is also sometimes called the

 This may be a more appropriate term because it is the risk you take of rejecting the null
hypothesis when it is really true.

 There is no one level of significance that is applied to all tests.

A decision is made to use the 0.05 level (often stated as the 5 percent level), the 0.01 level, the
0.10 level, or any other level between 0 and 1.

* Traditionally, the 0.05 level is selected for most research projects, 0.01 for quality assurance,
and 0.10 for political polling.

* You, the researcher, must decide on the level of significance before formulating a decision rule
and collecting sample data.

« Example: To illustrate how it is possible to reject a true hypothesis, suppose a firm
manufacturing personal computers uses a large number of printed circuit boards.

 Suppliers bid on the boards, and the one with the lowest bid is awarded a sizable contract.

 Suppose the contract specifies that the computer manufacturer’s quality-assurance
department will sample all incoming shipments of circuit boards.

 |If more than 6 percent of the boards sampled are substandard, the shipment will be rejected.

 The null hypothesis is that the incoming shipment of boards contains 6 percent or less
substandard boards.

 The alternate hypothesis is that more than 6 percent of the boards are defective.

A sample of 50 circuit boards received July 21 from Allied Electronics revealed that 4 boards,
or (4/50)*100=8 percent, were substandard.

 The shipment was rejected because it exceeded the maximum of 6 percent substandard printed
circuit boards.

* If the shipment was actually substandard, then the decision to return the boards to the supplier
was correct.



However, suppose the 4 substandard printed circuit boards selected in the sample of 50 were
the only substandard boards in the shipment of 4,000 boards.

Then only1/10 of 1 percent were defective (4/4,000= .001).

In that case, less than 6 percent of the entire shipment was substandard and rejecting the
shipment was an error.

In terms of hypothesis testing, we rejected the null hypothesis that the shipment was not
substandard when we should have accepted the null hypothesis.

By rejecting a true null hypothesis, we committed a Type | error. The probability of committing
a

Type | error is a alpha.

TYPE | ERROR Rejecting the null hypothesis, HO, when it is true.

The probability of committing another type of error, called a Type Il error, is designated by the
Greek letter beta (B).

TYPE Il ERROR Accepting the null hypothesis when it is false.

The firm manufacturing personal computers would commit a Type Il error if, unknown to the
manufacturer, an incoming shipment of printed circuit boards from Allied Electronics
contained 15 percent substandard boards, yet the shipment was accepted. How could this
happen? Suppose 2 of the 50 boards in the sample ((2/50)*100 = 4 percent) tested were
substandard, and 48 of the 50 were good boards.

According to the stated procedure, because the sample contained less than 6 percent
substandard boards, the shipment was accepted. It could be that by chance the 48 good

boards selected in the sample were the only acceptab Researcher
!
of thousands of boards! Null Does Not Reject Rejects
Hypothesis H, H,
H, is true CnrreFt Typel
decision error
H, is false Typell Cnrre_ct
error decision
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Example of Bottle

Is there anything we can assume to be true?

Yes. The 355 ml on the bottle is assumed to be true.
Hg: u = 355ml H,:u # 355ml

= Remember that when selecting samples we are always subject
to the laws of chance.

= We may, by random chance alone, select a sample that is not
representative of the population.
* We may selected a sample of under-filled or overfilled water bottles
* We may select a sample of very small or very large farms
* The sample is in the far out tails of the sampling distribution
Our sampling techniques may be flawed
The assumptions in our null hypothesis may be flawed
= Maybe the USDA data is incorrect?
= But the most common cause is chance and chance alone.




Flattening the COVID-19 Case Curve
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The actual mean VS the
hypotlggized mean. Hg: u # Yo

u is the actual mean of the population under analysis

Ug is the hypothesized mean of the population under analysis

“Does the actual mean align with the hypothesized mean?”
We will test that question using sample means and confidence intervals.

Gl Cus 0 8 cp0 551 «ﬂywﬂ‘ by Tadn M Bsldl JLall dagd eyl 13 ulr_‘_g,«b
a = .05 sl La

HO 28y @ Sllg dadl sgus 131y i w.a" b.u.yg.uo Baall dous e
95% of all sample

Ho
means (x) are

hypothesized to be \ S tat
in this region.

M Ho D
) ) ) : : If we took a sample and

Fail to reject null hypothesis e >, i . i

; i ; it was by chance like x5,
Fail to reject null hypothesis = = 0 > we would Incorrectly

: -l -
Fail to reject null hypothesis < = > reject the null

! 3 ;
Fail to reject null hypothesis 1 € = > hypothesis.

- . Xy -
Reject null hypothesis . P ; Type | Error
Fail to reject null hypothesis € . } a is the “level of significance”
Fail to reject null hypothesis < T > or our tolerance for making a

T Type | error.




95% of all sample

means (¥) are Ho: 1= po
hypothesized to be in \ H. - s
this region. a- K Ho
a = .05 '
P Ho [~ | If we took a sample and
§ it was by chance like x,,
SRt RN = : we would incorrectly
1. '
Reject null hypothesis < — ; “accept” the null
£ : :
Reject null hypothesis <« = : > : hypothesis.
3. :
Fail to reject null hypothesis - Type Il Error
: 4 .
Reject null hypothesis FE : Beta (f3) is the probability of
Reject null hypothesis & — - : committing a-Type _II error. '!'he
Xg : : value of f# varies with certain
Reject null hypothesis — > experimental factors.
.l'.‘;- n

The Two-tailed Test Rejection Region

If the null hypothesis is correct,
then (a < 100)% of the
sample means should be in
the nonrejection region.

Ho: p = po
Hg: p #+ o

The critical value is determined
by ¢ and if we are using the z-
or t-distribution.

Critical Value Critical Value

\

Rejection Region
Lr 4

Rejection Region

o5
==




What we are really

Did our mgome from the same population we
assume is underlying the null hypothesis?

If so, then we expect our sample mean to be inside the
critical region 90%,/95%,/99% of the time depending on
what we choose for c.

As a decreases so does the chance of Type | error. The critical value to reject the
null hypothesis moves outward thus “capturing” more sample means. Kind of like
moving the goal posts on a football pitch; the wider they are, more kicks go in.

—

a = .10 a = .05 a = .01

Reject H, -' Reject H, Fail to Reject Hof

- S J—— | | — A |
Ho Ho Ho
However the move outward of the critical values may also “capture” a mean
from a different population off to the side. We would fail to reject the null when
indeed we should. Thus the chance of Type |l error increases as a decreases.

1|
=




The One-tailed (Upper) Test Rejection Region

In a one-tailed hypothesis test,

all of the « is in one tail or the H - —
other depending on the o: H = Ho
alternative h thesis. .
hic Hg: p > Uo
The trick is that H, “points” to
o = .05

the tail where the critical value
and rejection region are.

x from a population with

X from population with mean mean greater than u,

less than or equal to u,

X Reject Hy

Fail to Reject Hy X




Step 3: Select the Test Statistic

 There are many test statistics. In this chapter, we use both zand t as
the test statistic. In later, we will use such test statistics as F and chi-
square.

e TEST STATISTIC A value, determined from sample information, used
to determine whether to reject the null hypothesis.

TESTING A MEAN, o KNOWN __
M —
o/ N

- —

The z value is based on the sampling distribution of X, which follows the normal
distribution with a mean () equal to ., and a standard deviation a3, which is equal
to o/Vn. We can thus determine whether the difference between Xand pis
statistically significant by finding the number of standard deviations X Is from p,
using formula (10-1).
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Figure 7.18 Flowchart for appropriate methods of statistical inference
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Step 4: Formulate the Decision Rule

A decision rule is a statement of the specific conditions under which the null
hypothesis is rejected and the conditions under which it is not rejected. The region or
area of rejection defines the location of all those values that are so large or so small
that the probability of their occurrence under a true null hypothesis is rather remote.
Chart shows portrays the rejection region for a test of significance that will be
conducted later .

Note in the chart that:

The area where the null hypothesis is not rejected is to the left of 1.65. We will explain
how to get the 1.65 value shortly.

The area of rejection is to the right of 1.65.

A one-tailed test is being applied. (will explained later.)

The 0.05 level of significance was chosen.

The sampling distribution of the statistic z follows the normal probability distribution.
The value 1.65 separates the regions where the null hypothesis is rejected and where it

is not rejected.
The value 1.65 is the critical value.

Do not
reject H,

Region of
rejection

Sampling Distribution of the Statistic z, a Right-Tailed Test,
05 Level of Significance

Probability = .95

Probability = .05

0 1.65 Scale of z
Critical
value

CRITICAL VALUE The dividing point between the region where
the null hypothesis is rejected and the region where it is not
rejected.
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Step 5: Make a Decision

* The fifth and final step in hypothesis testing is computing the test statistic, comparing it to the
critical value, and making a decision to reject or not to reject the null hypothesis.

 Above Chart, if, based on sample information, z is computed to
be 2.34, the null hypothesis is rejected at the 0.05 level of significance
 The decision to reject HO was made because 2.34 lies in the region

of rejection, that is, beyond 1.65.

We would reject the null hypothesis, reasoning that it is highly

improbable that a computed z value this large is due to

sampling error (chance).

 Had the computed value been 1.65 or less, say 0.71, the null hypot

Dy ot Feesgion af

reject H; rejeciin
Frobebiity = .25 Proability = .05
1 1
[ )
i 165 Scale ol 2

Critical
vahip

esis would not be rejected.

It would be reasoned that such a small computed value could be attributed to chance, that is,

sampling error.

 As noted, only one of two decisions is possible in hypothesis testing—either accept or reject
the null hypothesis. Instead of “accepting” the null hypothesis, H0, some researchers prefer to
phrase the decision as: “Do not reject H0,” “We fail to reject HO ,” or “The sample results do

not allow us to reject HO.”

* [t should be reemphasized that there is always a possibility that the null hypothesis is rejected
when it should not be rejected (a Type | error). Also, there is a definable
chance that the null hypothesis is accepted when it should be rejected (a Type Il error).

Two-Tailed Tests of Significance One- One-
_ | Tailad Taited
Ho: p. = 200] H.: n # 200 . = .
0 1- P H;: p > 453 Hy: p = 453 H, p < 60 H,: n = 60,
Region of _ Region of _
rejection Do not reject H, rejection Do ”t"; Region of Region of
025 025 reject ™ fejection rejection Do not
Probabilty = .95 | Probability = .05 ( reject Hy
[ ) | | |
| % | ¥ 1\‘ | |
0 1.65 Scale of z
.._1 i L . .1'% = n Critical -1.65 0 Scale of z
Critical value Critical value value Critical value




Example:

i z=1.96, then
Pi0 10 2) = 0.4750.
T — 1.96
z 0.00 0.0 0.02 0.03 0.04 0.07 0.08 0.09
0.0 0.0000 0.0040 0.0080 0.0120 0.0160 0.027a 00319 0.0358
(i K] 0.0398 00438 0.0478 0.0517 0.0557 00675 0.0714 0.0753
0.2 00793 0.0832 00871 n.0aio 0.0948 0.1064 01103 o141
03 01179 01217 0.1255 0.1293 0.1331 0.1443 0.1480 01517
0.4 0.1554 01591 0.1628 0.1664 0.1700 0.1808 0.1844 01878
05 01915 0.1950 0.1985 0.2019 0.2054 057 02190 0.2224
0.6 0.2257 02291 0.2324 0.2357 0.2389 0.2486 02517 0.2549
07 0.2580 02611 0.2642 0.2673 0.2704 0.2794 02823 02852
08 02881 0.2910 0.2939 0.2967 0.2995 0.3078 0.3106 03133
0.9 0.3159 0.3186 03212 0.3238 0.3264 0.3340 0.3365 0.3389
1.0 0.3413 0.3438 0.3461 0.3485 0.3508 03577 03599 0.3621
11 0.3643 0.3665 0.3686 0.3708 0.3729 0.3790 03810 0.3830
12 0.3849 0.3869 0.3388 0.3907 0.3925 0.3980 03997 04015
13 0.4032 0.4049 0.4066 0.4082 0.4099 0.4147 04162 04177
1.4 04192 0.4207 0.4222 0.4236 0.4251 04292 0.4306 04318
- 0.4332 0.4345 0.4357 0.4370 0.4382 04418 0.4429 04441
16 AA5T OA%E3 O3 R I a4es 0.4525 0.4535 0.4545
i 0.4554 0.4564 0.4573 0.4582 0.4591 04616 0.4625 04633
18 04693 04699 04706
1.8 0.4756 0.4761 04767
20 0.4772 0.4778 0.4783 0.47EE 0.4793 0.4808 04812 04817
21 0.4821 0.4826 0.4830 0.4834 0.4838 0.4850 0.4854 0.4857
22 0.4861 04364 04368 0.4871 0.4875 0.4884 0.4887 04830
23 0.4893 0.4896 04898 0.4901 0.4904 o.4911 04913 04916
24 0.4918 0.4920 0.4922 0.4925 0.4927 0.4932 04934 0.4936
25 0.4938 0.4940 0.4941 0.4943 0.4945 04949 0.4951 0.4952
26 0.4953 04955 04956 0.4957 0.4959 04962 04963 04964
27 04965 0.4966 0.4967 0.4968 04969 0.4972 0.4973 0.4974
28 0.4974 0.4975 0.4976 0.4977 0.4977 04979 0.4980 0.4981
29 0.4981 0.4982 0.4982 0.4983 0.4984 0.4985 04986 04986
310 0.4987 0.4987 0.4987 0.4988 0.4988 04989 04990 0.4930
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P-Value Method
Start

\

Identify the 5psci-ﬁc claim or hypothesis to be tested,
and put in symbolic form.

Give the symbolic form that must be true when the
original claim is false.

Of the two symbolic expressions obtained so far, let

the alternative hypothesis Hq be the one not containing

equality, so that H,; uses the symbol > or < or 2. Let
the null hypothesis Hg be the symbolic expression that
the parameter equals the fixed value being considered.

\

Select the significance level «c based on the
seriousness of a type 1 error. Make o small if the
consequences of rejecting a true Hp are severe. The
values of 0.05 and 0.01 are very common.

\4

Identify the statistic that is relevant to this test
and determine its sampling distribution (such as
normal, £, c-hi-ssq_uars}.

Find the test statistic and find the P-value
(see Figure 8-5). Draw a graph and show the test
statistic and F-value.

Reject Hp if the F-value is less than or equal to the
significance level «. Fail to reject Hy, if the P-value is
greater than ar.

Festate this previous decision in simple, nontechnical
terms, and address the original claim.

Critical Value Method
Start

\

Identify the 5psci-ﬁc claim or hypothesis to be tested,
and put it in symbolic form.

\d

Give the symbolic form that must be true when the
original claim is false.

Of the two symbolic expressions obtained so far, let the
alternative hypothesis H4 be the one not containing
equality, so that H, uses the symbol > or < or 2. Let
the null hypothesis Hp be the symbolic expression that
the parameter equals the fixed value being considered.

\

Select the significance level «« based on the
seriousness of a type 1 error. Make o« small if the
consequences of rejecting a true Hg are severe. The
values of 0.05 and 0.01 are very common.

\4

Identify the statistic that is relevant to this test
and determine its sampling distribution (such as
nermal, t, chi-squa re).

Find the test statistic, the critical values, and
the critical region. Draw a graph and include the
test statistic, critical value(s), and critical region.

\

Reject Hg if the test statistic is in the critical region.
Fail to reject Hj if the test statistic is not in the
critical region.

Restate this previous decision in simple,
nontechnical terms, and address the original claim.
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Figure 8-4 Procedure for Finding P-Values
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Directional Tests

 When a research study predicts a specific direction for the treatment effect (increase or
decrease), it is possible to incorporate the directional prediction into the hypothesis test.

e The result is called a directional test or a one-tailed test. A directional test includes the
directional prediction in the statement of the hypotheses and in the location of the
critical region.

 For example, if the original population has a mean of p = 80 and the treatment is
predicted to increase the scores, then the null hypothesis would state that after
treatment:

HO: p <80 (there is noincrease)

* In this case, the entire critical region would be located in the right-hand tail of the
distribution because large values for M would demonstrate that there is an increase and
would tend to reject the null hypothesis.

Critical Region :

is the set of all values of the test statistic that would cause a rejection of the null
hypothesis

Crltl_cal Critical eritcal
Regions Region e

/ Region




Critical Value:
is the value (s) that separates the critical region from the values that would not lead to a

rejection of H
Rojact M Fall to reject Af

Rejection Region or Critical Value Approach:/\

The given level of significance = a

Critical Value

Non-rejection region { zscore )
Represents

Hyp=12 a2 a2 critical value
Hipz12 (

Two-tail test ' 0 LS
o= 12 Q Rejection
Hyp> 12 | region is

Upper-tail test 0 v shaded
Hy:p= 12
Hi:p<12 *

Lower-tail test R




Two-tailed, Left-tailed, Right-tailed Tests

Right-tailed

Fail toreject 4, Reject Ay

Hy: p < 200
H:p>200

I_,,, Points Right

Values that

— differ significantly

0 from 200

Left-tailed
Hy: p =200 , e
Reject H, Fail to reject H,
Hy:p <200
Points Left 2
Values that
differ significantly <«—— 200

from 200

T wo-tailed Test

HO: = 200 oL is divided equally between
the two tails of the critical

H: p =200
M

Means less than or greater than

Reject A Fail to reject A~

_/\

Reject M~

region

200

Values that differ significantly from 200




too much or too little. Then, the test is a two-tailed test.

(higher probability) to provide evidence of H,

When do we use a two-tail test?
when do we use a one-tail test?

The answer depends on the question you are trying to answer.

A two-tail is used when the researcher has no idea which direction the study will go,
interested in both direction. (example: testing a new technique, a new product, a new theory
and we don’t know the direction)

A new machine is producing 12 fluid once can of soft drink. H.:p—120z
The quality control manager is concern with cans containing ™ *#*"?°*

That is the two rejection regions in tails is most likely =

One-tail test is used when the researcher is interested in the direction.

Example: The soft-drink company puts a label on cans claiming they contain 12 oz. A
consumer advocate desires to test this statement. She would assume that each can contains
at least 12 oz and tries to find evidence to the contrary. That is, she examines the evidence for
less than 12 0z.

What tail of the distribution is the most logical (higher probability) to find that evidence? The
only way to reject the claim is to get evidence of less than 12 oz, left tail.

Huop =120z
Hi: <120z




Testing for a Population Mean: Known Population Standard Deviation : A Two-Tailed
Test

Example: Jamestown Steel Company manufactures and assembles desks and other office
equipment at several plants in western New York state. The weekly production of the Model A325
desk at the Fredonia Plant follows a normal probability distribution with a mean of 200 and a
standard deviation of 16. Recently, because of market expansion, new production methods have
been introduced and new employees hired. The vice president of manufacturing would like to
investigate whether there has been a change in the weekly production of the Model A325 desk. Is
the mean number of desks produced at the Fredonia Plant different from 200 at the

0.01 significance level?

* In this example, we know two important pieces of information:

(1) the population of weekly production follows the normal distribution, and

(2) the standard deviation of this normal distribution is 16 desks per week. So it is appropriate to
use the z statistic for this problem. We use the statistical hypothesis testing T,
investigate whether the production rate has changed from 200 per week. o

Step 1: State the null hypothesis and the alternate hypothesis. Hq: p #+ 200
This is a two-tailed test because the alternate hypothesis does not state

a direction. In other words, it does not state whether the mean production is greater than 200 or
less than 200. The vice president wants only to find out whether the production rate is different
from 200.

Step 2: Select the level of significance. As we indicated in the Problem, the significance level is
0.01. This is a, the probability of committing a Type | error, and it is the probability of rejecting a
true null hypothesis.

Step 3: Select the test statistic. The test statistic is z when the population standard deviation is

known. Transforming the production data to standard units (z values) permits their use not only
in this problem but also in other |Sample mean

below with the various letters ident




Step 4: Formulate the decision rule. The decision rule is formulated by finding the critical values
of z from Appendix B.1. Since this is a two-tailed test, half of 0.01, or (0.01/2) 0.005, is placed in
each tail. The area where HO is not rejected, located between the two tails, is therefore 0.99.
Appendix B.1 is based on half of the area under the curve, or 0.5000.

Then, 0.5000 — 0.005 is 0.4950, so 0.4950 is the area between 0 and the critical value.

Locate 0.4950 in the body of the table.
The value nearest to 0.4950 is 0.4951.
Then read the critical value in the row
and column corresponding to 0.4951.

It is 2.58. For your convenience, Appendix B.1,
Areas under the Normal Curve.

The decision rule is, therefore:

Reject the null hypothesis and accept
the alternate hypothesis (which states
that the population mean is not 200)

if the computed value of z is not between
-2.58 and +2.58. Do not

reject the null hypothesis if z falls between -2.58 and +2.58.

5000 5000 —
|
| Hy:w =200
| H1: L = 200
01 | | | 01
a_ 01 _ a_ UL _
5 =3 .005 ‘ | ‘ 5 5 2005
: | i
= 4950 -—r 4950 —
-2.58 2.58 Scale of z
-=— Region of ’47 Hy not rejected 4>‘— Region of —
rejection rejection
Critical value Critical value

Decision Rule for the .01 Significance Level

Step 5: Make a decision and interpret the result. Take a sample from the population (weekly
production), compute z, apply the decision rule, and arrive at a decision to reject HO

or not to reject HO
. The mean number of desks produced last year
(50 weeks, because the plant was shut down

z_)?—,u,_ 203.5—200_155
a/Nn 16/V50 '

2 weeks for vacation) is 203.5. The standard deviation

of the population is 16 desks per week. Computing the z value from formula (10-1): Because 1.55 does
not fall in the rejection region, HO is not rejected. We conclude that the population mean is not different
from 200. So we would report to the vice president of manufacturing that the sample evidence does not
show that the production rate at the Fredonia Plant has changed from

200 per week. The difference of 3.5 units between the historical weekly production rate and that last year
can reasonably be attributed to sampling error. This information is summarized in the following chart.




Example:

i z=1.96, then
Pi0 10 2) = 0.4750.
2 — 1.96
z 0.00 0. 0.02 0.03 0.04 0.06 0.08 0.09
0o 0.0000 0.0040 0.008D 00120 0.0E&0 0.0235 0.031% 0.035%9
(IR ] 0.035%E 00438 0.047TE 00517 0.0557 0.0636 0.0714 0.0753
02 0.0793 0.0832 0.0871 0.0910 0.0948 01026 01103 01141
0.3 01174 01217 0.1255 01293 01331 0.1406 0.1480 01517
0.4 0.1554 01591 01628 0. 1664 01700 01772 0.1844 01878
0.5 01915 0.1950 0.1985 02014 0.2054 0.2123 0.21%0 0.2224
06 0.2257 02291 0.2324 02357 023859 0.2454 0.2517 0.2549
0.7 0.2580 02611 0.2642 0.2673 0.2704 0.2764 0.2823 0.2852
0.8 0.2881 02910 0.29349 0. 2967 029485 0.3051 0.3106 0.3133
s 03158 03186 03212 03238 0.3264 0.3315 0.3365 0.3389
1.0 03413 0.343E 0.3461 0.3485 03508 0.3554 0.355959 0.3621
1.1 03643 0.3665 0. 3686 0.370E 037249 03770 03810 0.3830
1.2 0.38459 0.3869 0. 3888 03907 0.3925 0.3962 0.3997 04015
1.3 0.403F 0.404%9 0.4066 0.4082 0. 4099 0.4131 0.4162 04177
1.4 04192 0.4207 04222 0.4236 0.4251 0.4279 0.4306 04319
—_—r 0.4332 0.4345 0.4357 0.4370 0.4382 0.4406 04429 04441
1.6 X z oH463 0 E T O=4E L E 1] 0.4515 0.4535 0.4545
1.7 0.4554 0.4564 04573 0.4582 045591 0. 4608 0.4625 04633
18 04641 0.4649 0.4656 0.4664 0.4671 0.4686 0.4599 04706
1.8 04713 04715 04726 0.4732 04738 0.4750 0.4761 04767
20 04772 0.47TE 04783 0.47TBE 04793 0.4803 04812 04817
21 04821 04826 0.4830 0.4834 04838 0.4846 0.4854 0.4857
22 0.4861 0.4864 0. 4868 04871 04875 0.4881 0.4887 0.48%0
23 04893 0.4896 0.4859E8 04901 0.4904 0.4909 0.4913 04916
24 04918 0.4920 049z 0.4925 04927 0.4931 0.4934 0.4936
25 T a8 A= Taaa T a9 a9 T A998 0.4551 04952
26 0.4953 0.4955 0.4956 0.4957 0.4959 0.4961 0.4963 0.4964
27 0.4965 0.4966 0.4967T 0. 4968 0. 4969 0.4971 0.4973 0.4974
28 0.4974 0.4975 0.4976 04977 04977 0.4979 0.4980 04981
258 0.4981 04982 04982 0.4983 0.4984 04985 04986 04986
30 0.498T 0.498T 0.498T 0. 4988 0. 4988 0.4989 0.49%0 0.4950




* Did we prove that the assembly rate is still 200 per week?
Not really. What we did, technically, was fail to disprove

the null hypothesis. Failing to disprove the hypothesis that

the population mean is 200 is not the same thing as proving
it to be true. As we suggested in the chapter introduction,

the conclusion is analogous to the American judicial system.

* To explain, suppose a person is accused of a crime but
is acquitted by a jury. If a person is acquitted of a crime,

the conclusion is that there was not enough evidence to

Computed
value of z
Do not /
reject H,
Reject Hy y Reject H,
\ )
> | /
|
-2.58 0 1.55 258 zscale

prove the person guilty. The trial did not prove that the individual was innocent, only that there was not
enough evidence to prove the defendant guilty. That is what we do in statistical hypothesis testing when
we do not reject the null hypothesis. The correct interpretation is that we have failed to disprove the null

hypothesis.

« We selected the significance level, 0.01 in this case, before setting up the decision rule and sampling
the population. This is the appropriate strategy. The significance level should be set by the
investigator, but it should be determined before gathering the sample evidence and not changed

based on the sample evidence.

« How does the hypothesis testing procedure just described compare with that of confidence intervals
discussed in the previous chapter? When we conducted the test of hypothesis regarding the
production of desks, we changed the units from desks per week to a z value. Then we compared the

computed value of the test statistic (1.55) to that of the critical values (-2.58 and 2.58). Because the

computed value was in the region where the null hypothesis was not rejected, we concluded that the
population mean could be 200. To use the confidence interval approach, on the other hand, we would

develop a confidence interval, based. The interval would be from 197.66 to 209.34, found by

203.5 + 2.58(16/V/50), Note that.the proposed population value, 200, is within this interval. Hence, we
—wouraconcraue trat the population mean could reasonably be 200.

* In general, HO is rejected if the confidence interval does not include the hypothesized value.

* If the confidence interval includes the hypothesized value, then HO is not rejected. So the “do not
reject region” for a test of hypothesis is equivalent to the proposed population value occurring in the
confidence interval. The primary difference between a confidence interval and the “do not reject”
region for a hypothesis test is whether the interval is centered around the sample statistic, such as ,

as in the confidence interval, or around 0, as in the test of hypothesis.
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X =z-2 203.5 + 2.58(16/V/50).

« How does the hypothesis testing procedure just described compare with that of
confidence intervals discussed in the previous chapter? When we conducted the
test of hypothesis regarding the production of desks, we changed the units from
desks per week to a z value. Then we compared the computed value of the test
statistic (1.55) to that of the critical values (-2.58 and 2.58). Because the

computed value was in the region where the null hypothesis was not rejected, we

concluded that the population mean could be 200. To use the confidence interval
approach, on the other hand, we would develop a confidence interval, based. The
interval would be from 197.66 to 209.34, found by

Note that the proposed populatlon value, 200, is within this

interval. ut eal ably be 200.
 In general, B 8 Re élf'&"gﬂ\ tereal dﬁe@gﬁt\—tﬁé@?ﬂig
hypothesized value. _ SPSS 200l
Diff + Z* SE Ho: n = 200 OR p -200 = zero
Diff +2.58(16/V50)
(203.5 - 200 ) + 2.58%2.26 oo el M -200 # zero
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A One-Tailed

A two-tailed test:

A one-tailed test:

Test Hy: o = 200 Hy: b = 200
H,: u # 200 Hy: . > 200
Two-tailed test One-tailed test For the one-tailed test,
Hy: =200 Hy: 1 = 200 the critical value is
Hy: p =200 Hy:p > 200 2.33, found by:

(1) subtracting 0.01
from 0.5000 and

005 L 005 1]
L H, is not ) : indi
Region of ngjected Region of Region of (2) (2)I finding the z
rejection rejection rejection value .
99 corresponding to
| 0.4900.
—-2.58 0 258 Scaleof z 0 2.33
Critical Critical Critical
value value value
G ' " . z 0.00 0.01 0.02 0.02 0.04
L ’“n’ 5 A b“;g’.'g! . A 8 0.0 0.0000 0.0040 0.0080 0.l 20 0.0160
e e &o 206 & uo)_g &" 0.1 0.0398 0.0438 0.0478 oM&17 0.0557
LS 0.2 0.0793 0.0832 0.0871 o.dat1o 0.0948
um 0.3 0.1179 0.1217 0.1255 0.4293 0.1331
_— —a 0.4 0.1554 0.1591 0.1628 0.1664 0.1700
Z: (206 — 20037?5&%({1‘%))9: S 0.5 0.1915 0.1950 0.1985 o.do19 0.2054
0.6 0.2257 0.2291 0.2324 0.4357 0.2389
0.7 0.2580 0.2611 0.2642 0.3673 0.2704
2,65 0.8 0.2881 0.2910 0.2939 0.4967 0.2995
0g 0.3159 0.3186 0.3212 0.§228 0.3264
& 3 s . 4 \ ° 1.0 0.3413 0.3438 0.3461 0.§485 0.3508
"99 'TVVO tall Y S' Uls ‘J‘ b& \-3";9 11 0.3643 0.3665 0.3686 o.§7o8 0.3729
. a . 1.2 0.3849 0.3869 0.3888 o.poo7 0.3925
2.58 R J_g' 2.65 uﬂ HO &"4’ 1.3 0.4032 0.4049 0.4066 0.3082 0.4099
e e e . N . 1.4 0.4192 0.4207 0.4222 o0.§236 0.4251
L . o
8 b g &.99 - One tall B i‘ d‘s 131 Ll 15 0.4332 0.4345 0.4357 o0.p370 0.4382
. S 1.6 0.4452 0.4463 0.4474 o paga 0.4495
J HO 1.7 0.4554 0.4564 0.4573 o fpsa2 0.4591
18 0.4641 0.4649 0.4656 o jes4 0.4671
2.33 ),S[ 2.65 1.9 0.4713 0.4719 0.4726 ojp732 0.4738
2.0 0.4772 0.4778 0.4783 ohras 0.4793
21 0.4821 0.4826 0.4830 ohaz4 0.4838
v 0.4861 0.4864 0.4868 2 0.4875
23 " : 0.4901 0.4904
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Z= (206 - 200)/(16/sqr(50)) =

2.65
2.58 o J812.65 ¥ HO J-&5 Bgw Two tail sl (S 151 i Jeg o

2.33 551 2.65 ¥ HO 285 Bgw One tail ylesdl (S 1531 Ll .

z 0.00 0.01 0.02 0.03 0.04
0.0 0.0000 0.0040 0.0080 0.1 20 0.0160
0.1 0.0398 0.0438 0.0478 oR17 0.0557
0.2 0.0793 0.0832 0.0871 0.§910 0.0948
0.3 0.1179 0.1217 0.1255 0.4293 0.1331
0.4 0.1554 0.1591 0.1628 0. 664 01700
0.5 0.1915 0.1950 0.1985 0.2019 0.2054
0.6 0.2257 0.2291 0.2324 0.3357 0.2389
0.7 0.2580 0.2611 0.2642 0.}673 0.2704
0.8 0.2881 0.2910 0.2939 0.3967 0.2995
0.9 0.3159 0.3186 0.3212 0.3238 0.3264
1.0 0.3413 0.3438 0.3461 0.§485 0.3508
1.1 0.3643 0.3665 0.3686 0.g708 0.3729
1.2 0.3849 0.3869 0.3888 0.3907 0.3925
1.3 0.4032 0.4049 0.4066 0.gp082 0.4099
1.4 0.4192 0.4207 0.4222 0.§236 0.4251
1.5 0.4332 0.4345 0.4357 0.g370 0.4382
1.6 0.4452 0.4463 0.4474 0.p484 0.4495
1.7 0.4554 0.4564 0.4573 0.p582 0.4591
1.8 0.4641 0.4649 0.4656 0.p664 0.4671
1.9 0.4713 0.4719 0.4726 0oR732 0.4738
2.0 0.477F2 0.4778 0.4783 op7es 0.4793
21 0.4821 0.4826 0.4830 0x834 0.4538
2.2 0.4861 0.4864 0.4868 x 0.4875
2.3 . r . 0.4901 0.4904
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X =z-2 203.5 + 2.58(16/V/50).

« How does the hypothesis testing procedure just described compare with that of
confidence intervals discussed in the previous chapter? When we conducted the
test of hypothesis regarding the production of desks, we changed the units from
desks per week to a z value. Then we compared the computed value of the test
statistic (1.55) to that of the critical values (-2.58 and 2.58). Because the

computed value was in the region where the null hypothesis was not rejected, we

concluded that the population mean could be 200. To use the confidence interval
approach, on the other hand, we would develop a confidence interval, based. The
interval would be from 197.66 to 209.34, found by

Note that the proposed populatlon value, 200, is within this

interval. ut eal ably be 200.
 In general, B 8 Re élf'&"gﬂ\ tereal dﬁe@gﬁt\—tﬁé@?ﬂig
hypothesized value. _ SPSS 200l
Diff + Z* SE Ho: n = 200 OR p -200 = zero
Diff +2.58(16/V50)
(203.5 - 200 ) + 2.58%2.26 oo el M -200 # zero
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IBM-SPSS zolipy plaxiwl aic dilasVl 4gizell
Statistical significance Using IBM-SPSS

P-value 4lS Olxysall (6 s> 93 SPSS zeliy 6
SPSS zwelisd Olrysuall Jlgan (8 pogi HI.Sig 4alS g duy casI P-value 4lS (<o

&;L”g' J‘)-a-" s P-value = Slg Slast jlas! ¢l b

V

(Sig.) or P-value < 0.05 (Significant) or (Lle=! I15) or (Reject HO)

and 1% %5 ( ve go=o ((F) wiand ol (%5 e go0 ((F) wsd pog dgmall o sy Baleg

P<0.05*
(Sig.) or P-value ~ 0.05 (Not Significant) or (Lile=! JIs s2) (Accept HB)0.01 **

P <0.001

Normality adled! jlas ! lae Lo ddlosdl Olylasdl x> e ddadd dasludl dacldll 3l .
disludl dacldl wSei cus Homogeneity gl ylaslg o

(Sig.) or P-value > 0.05 (Normality)
(Sig.) or P-value > 0.05 (Homogeneity)




IBM-SPSS zoly olaxiwl dic ailas)l 4 gizell

Statistical significance Using IBM-SPSS
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P-Value in Hypothesis Testing
In testing a hypothesis, we compare the test statistic to a critical value. A
decision is made to either reject the null hypothesis or not to reject it. So,
for example, if the critical value is 1.96 and the computed value of the test
statistic is 2.19, the decision is to reject the null hypothesis.
In recent years, spurred by the availability of computer software,
additional information is often reported on the strength of the rejection
or acceptance. That is, how confident are we in rejecting the null
hypothesis? This approach reports the probability (assuming that the null
hypothesis is true) of getting a value of the test statistic at least as
extreme as the value actually obtained.
This process compares the probability, called the p-value, with the
significance level. If the p-value is smaller than the significance level, HO
is rejected. If it is larger than the significance level, HO is not rejected.
P-Value The probability of observing a sample value as extreme as, or
more extreme than, the value observed, given that the null hypothesis is
true.
Determining the p-value not only results in a decision regarding HO , but it
gives us additional insight into the strength of the decision. A very small p-
value, such as 0.0001, indicates that there is little likelihood the HO is true.
On the other hand, a p-value of 0.2033 means that HO is not rejected, and
there is little likelihood that it is false.
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probability of observation

True value under the null hypothesis
and most likely observation

.

95% statistical
significance threshold

Observed p-value
[statistical significance)

Observed

result (value) Saey ity

observations

very unlikely
observations

set of possible results

P<0.05*
P <0.01 **
P <0.001
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https://www.cs.toronto.edu/~radford/mm-errata/errata-
pvalues.html

Regarding the discussion after Example 7.20 in Introduction to the Practice of Statistics,
3rd edition, by D. S. Moore and G. P. McCabe:Commenting on the P-value of 0.059
obtained in the example, Moore & McCabe say, "Sample size strongly influences the P-
value of a test. An effect that fails to be significant at a specified level alpha in a small
sample can be significant in a larger sample. In the light of the rather small samples in
Example 7.20, the evidence for some effect of calcium on blood pressure is rather good.
This reasoning is circular. Increasing the sample size will tend to result in a smaller P-
value only if the null hypothesis is false, which is the point at issue.

However, it is possible to justify using a larger alpha when the sample size is small by
considering the probabilities of both type I and type II errors. With a small sample, the
probability of a type II error with the standard alpha of 0.05 may be too high, and we
might wish to act in a way appropriate to when the null hypothesis is false even
though the P-value is greater than 0.05, because we are afraid of making such a type II
error. However, we would do this despite the fact that when the P-value is greater
than 0.05, we have less evidence that the null hypothesis is false than we would have if
we had obtained a smaller P-value with a larger sample, not because a P-value greater
than 0.05 with a small sample is somehow just as strong evidence against the null
hypothesis as a smaller P-value with a big sample.

The whole point of a P-value is to express the strength of evidence against the null
hypothesis in a uniform way that accounts for the sample size, the amount of noise in
measurements, and other aspects of the situation. There are other approaches to
expressing the strength of evidence, and one of these, the "Bayesian" approach, will in
come circiime<tances oive re<iilte that varv with <amnle <i7ze in a wav different from P-



How do we compute the p-value?
To illustrate, we will use the example in which we tested the null hypothesis
that the mean number of desks produced per week at Fredonia was 200. We
did not reject the null hypothesis, because the z value of 1.55 fell in the region
between -2.58 and 2.58.
We agreed not to reject the null hypothesis if the computed value of z fell in
this region.
The probability of finding a z value of 1.55 or more is 0.0606, found by

(0.5000 - 0.4394) = 0.0606 .
To put it another way, the probability of obtaining an greater than 203.5 if
M=200 is 0.0606.
To compute the p-value, we need to be concerned with the region less than
-1.55 as well as the values greater than 1.55 (because the rejection region is in
both tails).
The two-tailed p-value is 0.1212, found by 2(0.0606).
The p-value of 0.1212 is greater than the significance level of 0.01 decided
upon initially, so HO is not rejected.
The details are shown in the following graph. In general, the area is doubled in
a two-sided test.
Then the p-value can easily be compared with the significance level. The same
decision rule is used as in the one-sided test.



Example:

i z=1.96, then
Pi0 10 2) = 0.4750.
T — 1.96
z 0.00 0.0 0.02 0.03 0.04 0.06 0.07 0.08 0.09
0.0 0.0000 0.0040 0.0080 0.0120 0.0160 0.0239 0.027a 00319 0.0358
(i K] 0.0398 00438 0.0478 0.0517 0.0557 0.0636 00675 0.0714 0.0753
0.2 00793 0.0832 00871 n.0aio 0.0948 0.1026 0.1064 01103 o141
03 01179 01217 0.1255 0.1293 0.1331 0.1406 0.1443 0.1480 01517
0.4 0.1554 01591 0.1628 0.1664 0.1700 01772 0.1808 0.1844 01878
05 01915 0.1950 0.1985 0.2019 0.2054 02123 057 02190 0.2224
0.6 0.2257 02291 0.2324 0.2357 0.2389 0.2454 0.2486 02517 0.2549
07 0.2580 02611 0.2642 0.2673 0.2704 0.2764 0.2794 02823 02852
08 02881 0.2910 0.2939 0.2967 0.2995 0.3051 0.3078 0.3106 03133
0.9 0.3159 0.3186 03212 0.3238 0.3264 0.3315 0.3340 0.3365 0.3389
1.0 0.3413 0.3438 0.3461 0.3485 0.3508 0.3554 03577 03599 0.3621
11 0.3643 0.3665 0.3686 0.3708 0.3729 0.3770 0.3790 03810 0.3830
12 0.3849 0.3869 0.3388 0.3907 0.3925 0.3962 0.3980 03997 04015
13 0.4032 0.4049 0.4066 0.4082 0.4099 0.4131 0.4147 04162 04177
1.4 04192 0.4207 0.4222 0.4236 0.4251 0.4279 04292 0.4306 04318
15 | —mz—mzzs—mm—mm—mH . . . . 04406 04418 0.4429 04441
16 0.4452 04463 0.4474 04484 0.4495 04515 0.4525 0.4535 0.4545
17 0.4554 0.4564 0.4573 0.4582 0.4591 04608 04616 0.4625 04633
18 04641 0.4649 0.4656 0. 4664 04671 04686 04693 04699 04706
1.8 0.4713 0.4719 0.4726 0.4732 0.4738 0.4750 0.4756 0.4761 04767
20 0.4772 0.4778 0.4783 0.47EE 0.4793 0.480% 0.4808 04812 04817
21 0.4821 0.4826 0.4830 0.4834 0.4838 04846 0.4850 0.4854 0.4857
22 0.4861 04364 04368 0.4871 0.4875 0.4881 0.4884 0.4887 04830
23 0.4893 0.4896 04898 0.4901 0.4904 04909 o.4911 04913 04916
24 0.4918 0.4920 0.4922 0.4925 0.4927 0.4931 0.4932 04934 0.4936
25 0.4938 0.4940 0.4941 0.4943 0.4945 04948 04949 0.4951 0.4952
26 0.4953 04955 04956 0.4957 0.4959 04961 04962 04963 04964
27 04965 0.4966 0.4967 0.4968 04969 0.4971 0.4972 0.4973 0.4974
28 0.4974 0.4975 0.4976 0.4977 0.4977 04979 04979 0.4980 0.4981
29 0.4981 0.4982 0.4982 0.4983 0.4984 0.4985 0.4985 04986 04986
310 0.4987 0.4987 0.4987 0.4988 0.4988 04989 04989 04989 04990 0.4930




A p-value is a way to express the likelihood that HO

is false. But how do we interpret a p-value? We have prvalue

already said that if the p-value is less than the ¥
significance level, then we reject HO ; if it is greater

than the significance level, then we do not reject HO.

Also, if the p-value is very large, then it is likely that 0606 .0606

HO is true. If the p-value is small, then it is likely that UHEJECS;”” region

HO is not true. The following box will help to interpret | 3 =5 =005 \
p-values.

Rejection region

a_.01 _
5 =5 =005

-2.58 -1.55

INTERPRETING THE WEIGHT OF EVIDENCE AGAINST HO

If the p-value is less than

(a) 0.10, we have some evidence that HO is not true.

(b) 0.05, we have strong evidence that HO is not true.

(c) 0.01, we have very strong evidence that HO is not true.

(d) 0.001, we have extremely strong evidence that HO is not true.
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Summary:

In the process of hypothesis testing, the null
hypothesis initially is assumed to be true

Data are gathered and examined to determine
whether the evidence is strong enough with
respect to the alternative hypothesis to reject the
assumption.

In another words, the burden is placed on the
researcher to show, using sample information,
that the null hypothesis is false.

If the sample information is sufficient enough in
favor of the alternative hypothesis, then the null
hypothesis is rejected. This is the same as saying
if the persecutor has enough evidence of guilt,
the “innocence is rejected.

Of course, erroneous conclusions are possible,
type I and type II errors.



Type I and Type II errors cannot happen at the
same time

1.

2.

3.

Type I error can only occur if Hy is true
Type II error can only occur if H, is false

There is a tradeoff between type I and II
errors. If the probability of type I error (a)
increased, then the probability of type II
error ( B ) declines.

When the difference between the
hypothesized parameter and the actual true
value is small, the probability of type two
error (the non-rejection region) is larger.

Increasing the sample size, n, for a given
level of a, reduces 3



Important Notes:

It would be wonderful if we could force both a and B to equal zero. Unfortunately, these
quantities have an inverse relationship. As a increases, 3 decreases and vice versa

The only way to decrease both a and (3 is to increase the sample size. To make both
quantities equal zero, the sample size would have to be infinite—you would have to
sample the entire population.

HO must always contain equality; however some claims are not stated using equality.
Therefore sometimes the claim and HO will not be the same.

|deally all claims should be stated that they are Null Hypothesis so that the most serious

error would be a Type | error.



Controlling Type I and Type 11
Errors

a, fs, and n are related

when two of the three are chosen, the third is
determined

a and n are usually chosen
try to use the largest a you can tolerate

if Type I error is serious, select a smaller a value
and a larger n value



P-Value Approach

P-value=Max. Probability of (Type | Error), calculated from the sample.
The p-value approach

{its presented by ( Sig) in SPSS}

(which is generally used with a computer and statistical software):
Increase the “Rejection Region” until it “captures” the sample mean.

The P-value answer the question:
What is the probability of the observed test statistic or one more extreme when H, is true?
This corresponds to the area under curve in the tail of the Standard Normal distribution
beyond the z,
Convert z statistics to P-value :

For H,: py> o= P =Pr(Z > z,) = right-tail beyond z,,

ForH,: pu<po= P=Pr(Z< z,) = left tail beyond z,,

For H,: u ' yo= P = 2 x one-tailed P-value
Use Table of Z or software to find these probabilities (next two slides).



One-sided P-value for z., of
0.6

Distribution of ¥ and z,._; if H, were true

P=0.2743

(Area under curve)

X (pounds) 170 173
7 (standard deviations) 0 06



One-sided P-value for z., of
3.0

Distribution of x if H, were true

/

P-value =0.0010
(Area under curve, right tail)

¥ (pounds) 170 185
Zitat 0 3.0



Two-Sided P-Value

 One-sided H, =
area under
curve 1n tail ot p
beyond z,;

half of P

. -Si —
Two-sided H, Examples: If one-sided P

consider = 0.0010, then two-sided
potential P =2 x0.0010 = 0.0020.
deviations in If one-sided P = 0.2743,
both directions then two-sided P = 2 x
= double the 0.2743 = 0.5486.

ANANA cidnaAd D



Interpretation

P-value answer the question:

What is the probability of the observed
test statistic ... when H, is true?

Thus, smaller and smaller P-values
provide stronger and stronger
evidence against H,

Small P-value = strong evidence
against H,



Interpretation

Conventions™
P > 0.10 = non-significant evidence against H,

0.05 < P < 0.10 = marginally significant
evidence

0.01 < P < 0.05 = significant evidence against
Hy

P <0.01 = highly significant evidence against
H,

Examples

* It is unwise to draw firm borders for “significance’

D —N1 — hichlyxr ciaoniBrerant AarxridAanen accnalin ot



Interpreting the p-value...

* The smaller the p-value, the more statistical

evidence exists to support the alternative
hypothesis.
If the p-value is less than 1%, there is
overwhelming evidence that supports

the alternative hypothesis.

[f the p-value is between 1% and 5%, there is a
strong evidence that supports the alternative
hypothesis.

If the p-value is between 5% and 10% there is a
weak evidence that supports the alternative
hypothesis. u

If the p-value exceeds 10%, there is no evidence
that suvvorts the alternative hvopothesis.



Interpreting the p-value...

Overwhelming
Evidence
(Highly Slgnlflcg@}%ng
Evidence
(Significant)
Weak Evidence
(Not Significant)

No Evidence
(Not Significant)

10 \




a-Level (Used 1n some
situations)

Let a = probability of erroneously rejecting H,
Set a threshold (e.g., let a = .10, .05, or whatever)
Reject Hy,when P < a

Retain H, when P > a

Example: Set a =.10. Find P = 0.27 = retain H,
Example: Set a =.01. Find P =.001 = reject H,



Concepts of Hypothesis Testing...

Consider mean demand for computers during
assembly lead time. Rather than estimate the mean
demand, our operations manager wants to know
whether the mean is different from 350 units. In
other words, someone 1s claiming that the mean
time is 350 units and we want to check this claim
out to see if it appears reasonable. We can rephrase
this req u st into a test of the hypothesis:

H,: =350
Thus, ouyresearch hypothesis becomes:
H.,: # 350

Recall that the standard deviation [o]was i y3umed
to be 75, the sample size [n] was 25, and the sample
mean [ ]was calculated to be 370.16



Concepts of Hypothesis
Testing...

For example, if we’re trying to decide
whether the mean is not equal to 350, a large
value of (say, 600) would provide enough
evidence.

X
If 1isclose to 350 (say, 355) we could not say
that this provides a great deal of evidence to

infer that the population mean is different
than 350. 11.257



COILICCPLS UL 11y POUILCSLS
Testing

The testing procedure begins with the assumption that the
null hypothesis is true.

Thus, until we have further statistical evidence, we will
assume:

u
H,: =350 (assumed to be TRUE)

The next s ) will be to determine the sampling distribution

of £he sample mean Aa<eming the true mean is 350.
A Uz = =
1S normal 350

_ =/ =
Or = OINIE 95 1SORT(25) = 15



I[s the Sample Mean in the Guts of the Sampling
Distribution??



Four ways to determine this: First
way

. Unstandardized test statisticx Is in the guts of
the sampling distribution? Depends on what
you define as the “guts” of the sampling
distribution.

If we define the guts as the center 95% of the
distribution [this means a = 0.05], then the
critical values that define the guts will be 1.96
standard deviations of X-Bar on either side of the

mean of the sampling distribution [350], or

UCV =350 + 1.96*15 = 350 + 29.4 = 379.4
LCV =350-1.96*15 = 350 - 29.4 = 320.6

* OR by using Confidence interval

UCV =370.16 + 1.96*15 = 370.16 + 29.4 = 399.56
LCV =370.16 - 1.96*15 = 370.16 — 29.4 = 340.76 11.260

- N 2 0 hatvavannmnss D10 ™C avvdd O00 CCLC CA T2l #4 wwoavnond vl laivrevvnnathh AT o






Three ways to determine this: Second
way
2. Standardized test statistic: Since we defined the
“guts” of the sampling distribution to be the center
95% [a = 0.05], ¥
If the Z-Score 3 r the sample mean is greater
than 1.96, we know that will be in the reject

region on the right side or

If the Z- ¥ ore for the sample mean is less than
-1.97, we know that will be in the reject region on
the Ir ¢ sjg»

Z=( - ) =(370.16-350)/15=1.344

Te thic 7-Renre 1n the orite nf the ecamnlhino



2. Standardized Test Statistic Approach



Three ways to determine this: Fourth way

by using Confidence interval of the different b twe« x (

(' )
HO: = 350 U
We can rewrite -350=0

UCI = (370.16 - 350) + 1.96*15 = 20.16 + 29.4 = 49.56
UCI = (370.16 - 350) - 1.96*15 = 20.16 - 29.4 = -9.24

Zero 1s between (49.56 and -9.24)
So Fail to reject or Accept null hypothesis



Three ways to determine this: Third
way

3. The p-value approach (which is generally used with a
computer and statistical software): Increase the “Rejection

Region” until it “captures” the sample mean.

For this example, sir x  is to the right of the mean, calculate
P( x>370.16) = P(Z > 1.344) = 0.0901 = (0.5 - 0.4099)
Since this is a two tailed test, you must double this area for
the p-value.

p-value = 2*(0.0901) = 0.1802
Since we defined the guts as the ce 3 2r 95% [a = 0.05], the
re]ect region 1s the other 5%. Smce our sample mean, ,1is

in the 18.02% region, it cannot be in our 5% rejection region
[a = 0.05].



Statistical Conclusions:

Unstandardized Test Statistic:

Since LCV (320.6) ' x (370.16) < UCV (379.4),
we fail to reject the null hypothesis at a 5% level
of significance.

L.CV (Lower Critical Value)
Standardized Test Statistic:

Since -Z.,(-1.96) < Z(1.344) < Z ., (1.96), we fail
to reject the null hypothesis at a 5% level of
significance.

P-value:

Since p-value (0.1802) > 0.05 [a], we fail to
reject the null hypothesis at a 5% level of



 One sample test
(W90 & d)

 One sample t-test (Parametric -
Scale)

 Wilcoxon-signed rank test on-

Parametric)
e (ordinal or scale but not normal)

e Chi-square (Non-Parametric,
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Dependent Variables (DV) and Independent Variables (IV).

Variable is a property that can take on many values in a situation
with multiple variables

Different between Dependent Variables (DV) and Independent
Variables (IV).

Dependent Variables (DV): Also called Outcome, Response
Variable that may depend on other factors, Example exam scores
OR is any variable that is being measured

Independent Variables (IV): IV also called Experimental, Predictor,
Casual, Manipulated, Explanatory

Variable that does not depend on other factors,

OR is any variable that is being manipulated

Example gender

Exam scores, as variable may change depending on the students
gender

But gender does not change depending on exam scores

So, Gender (Independent Variables (IV) while Score (Dependent



Univariate | . Effectof.....

If our data féﬂai YivaP P-value Effect of Factﬂnndepe.ndent Var.) On Dependent Var.

> 0.05 (measure)

wil At tHMEHACAES R dent Factor)
 Effectof..... On........
e IF we have One Factor before On
 Number of Groups (levels) on one sample t-test or z-test
 Number of Groups (levels) tw student t-test
Independent t-test (unpaired or unrelated) or

(ANOVA)
Déporwent t-test (paired or related or
Matched)
e Number of Groups (Ievels) > more than two ANOVA test
v OIIpaired O unretatet NOVzA
+ Two factors Paired or related or Matched

htfesiof ... and .. On........

e IF we have Two Factors before On
 Any Number of Groups (levels) in each factor and All levels in two factors
are Unrelated Or ind¢==~dents Two-Way ANOVA (Factorial
ANOVA)
« Any Number of Groups (levels) in each factor and AZ~>vels in one factor
is Unrelated (independent) and all levels in another factor are Dependent

ed ANOVA

e ">'More than Two factors
e Effectof...... ) eeeene and .....







Flow chart of commonly used statistical tests

var.

Depende
nt Yar.

Outcome
variable

variable

Independent \[ Exposure

J

[ Normal ] [ Skew ]

B 1 group _.[ One-sample t test .. Signtest / Signed rank test

I ’ I c I ’
- 2 groups _{ Two-sample t test Mann-Whitney U test

I ’ I c I

-[ Continuous } Paired _{ Paired t test Wilcoxon signed rank test

I ’ I I

| J=1 one-way ANOVA test Kruskal Wallis test
1

=2 groups
1

Continuous

_{ Pearson Corr / Linear Reg

, Spearman Corr / Linear Reg |

— 1 group Chi-square test / Exact test
1
- 2 groups Chi-square test / Fisher’'s exact test / Logistic regression
-[ Categorical ] F’ailred McNemar's test / Kappa statistic
|
— =2 groups Chi-square test / Fisher’'s exact test / Logistic regression

Continuous

Logistic regression / Sensifivity & specificity / ROC

2 groups

KM plot with Log-rank test

-[ Survival

=2 groups

KM plot with Log-rank test

Continuous

Cox regression
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Choose Statistical Test

nominal | measurement | ranked
test variables variables variables purpose notes example
Arithmetic description of central | )
mean - 1 - tendency of data
more useful median height of trees in
. description of central | than mean for forest, 1fm»p5t trees are
Median —_ 1 —_ P short seedlings and the
= tendency of data very skewed ould be skewed by
data mean would be skewed by
a few very tall trees
used more in
Range description of E';?-iia}- lite )
SeEss - 1 - dispersion of data —
seientific
statistics
forms the basis
of many
deseription of statistical tests;
Variance — 1 - dispersion of data in squared i
units, so not
very
understandable
in same units
Standard description of Esatil r%;nrﬂure ]
deviation - 1 - dispersion of data '
understandable
than variance
Standard description of
error of the —_ 1 —_ accuracy of an - -
mean estimate of a mean
Confidence description of

interval 1 :
E— estimate of a mean

accuracy of an




nominal measurement ranked

test variables variables variables purpose notes example
test the hypothesis
that the mean value blindfold people, ask them
people,

One-sample 1 of the measurement ) to hold arm at 45° angle,
t—test variable equals a see if mean angle is equal

theoretical to 45°

expectation

test the hypothesis Just ELTlthhEI‘ heavv

that the mean values name for one- compare mean heavy
Two-sample Way anova metal content in mussels
Awo-sample 1 1 of the measurement g
t—test variable are the same when there are from Nova Seotia and New

. only two Jersey

in two groups - .

groups

One-way
anova

test the hypothesis
that the mean values
1 1 — of the measurement
variable are the same
mn different groups

compare mean heavy
metal content in mussels
from Nova Seotia, Maine,
Massachusetts,
Connecticut, New York
and New Jersey

Paired t—test

test the hypothesis
that the means of the

2 1 — continuous variable
are the same in
paired data

just another
name for two-
way anova
when one
nominal
variable
represents
pairs of
observations

compare the cholestercl
level in blood of people
before vs. after switching
to a vegetarian diet

Effectof ..... On.......



Mumber of
Dependent
Variables

Or
measureme
nt variable

Choose Statistical Test 1 from 3

Mature of
Independent
Or Variables

Factor
0 vs

(1 population)

1 IV with 2 levels
[ (independent gmups}]

1 IV with 2 or more levels

|{independent groups) |

1 1% with 2 levels

[depende nt/matched grnups}l

Mature of Dependent

Variable(s)

interval & normal

one-sample t-test

ordinal or interval

categorical
(2 categories)

categorical

one-sample median

binomial test

Chi-square goodness-of-
Tit

interval & normal

2 independent sample t-
test

ordinal or interval

categorical

Wilcoxon-Mann

Whithey test
Chi- sguare test

Fisher's exact test

interval & normal

one-way ANOWVA

ordinal or interval

categorical

Kruskal Wallis

Chi- square test

interval & normal

paired t-test

ordinal or interval

categorical

Wilcoxon signed ranks
test

rMcMNemar




Number of

Dependent
YVariables

Mature of Or
Independent
Factor

Variables

MNature of Dependent
Yariable(s)

Test(s)

One

1 IV with 2 or more levels
(dependent/matched groups)

2 or more IWs
| (independent groups) |

1 interval IV

1 or more interval |Vs
and/or

1 or more categorical I'Vs

interval & normal

one-way repeated
measures ANOWA

ordinal or interval

categorical

Friedman test

repeated measures
logistic regression

interval & normal

factorial AMNOWA

ordinal or interval

categorical

interval & normal

ordinal or interval

categorical

interval & normal

categorical

ordered logistic regression

factorial
logistic regression

correlation

simple linear regression

non-parametric
correlation

simple logistic regression

multiple regression

analysis of

covariance

multiple logistic regression

discriminant analysis

2 from



3 from

Numbear of MNature of T - 3
Dependent Independent Nature of Dependent Test(s)
Variables Variables Yariable(s)
2+ 11V with 2 or more levels interval & one-way
(independent groups) normal MANOVA
2+ multivariate
interval &
multiple linear
normail
regression
O interval &
factor analysis
normal
2 sets of 2+ O interval & canonical

normal

correlation




Choose appropriate statistical test

Comparison

The distribution

Measure of central
tendency

Data type
One sample

Two Independent
groups

One group before and
after

Greater than two
categories in one
independent group

Greater than two
categories in two
independent groups

Correlation

Parametric test

Normal
Mean

Interval- Ratio

One sample t-test

Two sample t-test

Paired sample t-test

one way ANOVA

Two way Anova

Pearson

Non-parametric test

Normal or not normal
Median

Nominal - Ordinal

Sign test

Willcoxon-rank sum =
Mann-Whitney

Wilcoxon matched
pairs test

Kruskal-wallis test

Friedman test

Spearman



Figure 7.18 Flowchart for appropriate methods of statistical inference

Only one
Yes wvariable No e @
l of interest?
(see page S44)
Go to
One-sample MNo @
problem?

(see page 843)

Yes

Underlying
distribution normal
or can central-limit
theorem be assumed
to hold?

Yes

Underlying
distribution is
binomial?

Underlying
distribution is
Poisson?

Inference
concerning u?

Inference
concerning o One-sample
J' binomial test

One-sample
Poisson test
pages 251, 252, 254

Yes

One-sample
x2 test
for variances
(Caution: This test
is very sensitive to
rrontrorrrality)

Use another
underlying
distribution
or use
nonparametric
methods
pages 330, 336

+ pages 242243 MNormal Exact
approximation methods
wvalid? page 247
No

o known?

Yes

Normal-theory
method

¥

One-sample
z test
pages 220-221

One-sample
t test
pages 217218

pages 245246




Figure B.13

Two-sample
problermm?

Gatﬂ@

{Use mrrethionds for
CORPTATIIE FFOE
thrarr fwo sarrples)

Underlyvimng
distribution normal

MNo

Flowchart summarizing two-sample statistical inference—mnormal-theory methods

Are samples
independent?

Use paired
t test
page 272

Are variances
of two samples
significantly different?
MNote: Test using
F test

Use two=-sample ¢ test
with unegqual variances
e 288

or can central-lirmit
theorem be assurmed
to hold?

b

Inferences
COrCerning
wariances

L J

Twwo=sample F test to
COMTIPPAre variancoes
(Caretiorrr: This fest
is wvery sevisitive fo
reorTrno R litye)
Ppage 284

Underlying
distributiorn is
binomial?

Person-tirme
data?

Gﬂtﬁl@

Are samples
independent?

Use MMcMNemar's
test
pages IF5, IFFT

Use two-sample
t test with
equal variances
Peaage 277

se another
underlying
distribwutior
O LLISe
nonparametric
methods
age 341

Use Fisher's
exact test

page 371

Mo

Are all expected
values = 5 7

Use two-sample test fior
binomial proportions or
2 = 2 contingency-table
methods if no confounding
is present, or Mantel-Haenszel
test if confounding is present




Inbterested im
relationships between

Inrerested i
predicting omne
variable fromm
another?

Interested in studying
the correlation betwesn
wo variables

Botlh
wvariables
continuwowus?

two variables?™

Mdore thharn two
wvariables of interest

¥

Oatooame variable
Ccontimneons
or binary?

| Contimnuous |

Binary |

¥

MeAnnlriple-
regression methosds
rages So5—4854

Both variables
morrmal ?

Ramnk-
correlatiomn
methosds

]
e i Al

Pearson correlatiomn
methods

Yes
categorical ¥

w

rages 452, 456

Amnalysis of variance

(ADOWA)

Simple linear
regressiomn
pages 433, 438

wvariable mnormal
or can central-limit

theorem be assumed
o hold?

Orther
cowvariates o
e controlled
for?

Yes

whiich the caregorical
variable can e

¥

important?

Tirmme
of events

hAultiple
logistic-
regression
meethods
Pages
G285 Hdo

Both variables
caregorical

Number
of wavs in

Fank-correlaticomn
e thosds
rages 495 490G

Interested in

L 4
| MMore thamn 2
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I- Normality tests

Remember that
your data do not have to be perfectly normally distributed.
The main thing is that
- they are approximately normally distributed, and
- you check each category of the independent variable. (In our example, both

male and female data).
1- Numerical methods.
The Skewness & kurtosis z-values (In SPSS)

Step 1: click on Analyze, select Descriptive Statistics and Explore.

Step 2: Set exam scores as the dependent variable, and gender as the independent
variable.

Step 3: Click on Plots, select "Histogram" (you do not need "Stem-and-leaf™) and
select "Normality plots with tests" and click on Continue, then OK.

Step 4. Start with skewness and kurtosis. The skewness and kurtosis measures
should be as close to zero as possible, in SPSS.

In reality, however, data are often skewed and kurtotic. A small departure from
zero is therefore no problem, as long as the measures are not too large compare to
their standard errors.

As a consequence, you must divide the measure by its standard error, and you
need to do this by hand, using a calculator.

This will give you the z-value, which, as I said, should be somewhere within -1.96 to
+1.96. Let us start with the males in our example.

To calculate the skewness z-value, divide the skewness measure by its standard
error.

If all z-values are within +1.96. We can conclude that the exam score data are a
little skewed and kurtotic, for both males and females, but they do not diff&i®
significantly from normality.



Step 5. Check the Shapiro-Wilk and Kolmogorov- Smirnov tests statistic.

e The null hypothesis for this test of normality is that the data are normally
distributed.

e The null hypothesis is rejected if the p-value is below 0.05.

e In SPSS output, the p-value is labeled "Sig".

 In our example, the p-values for males and females are above 0.05, so we keep
the null hypothesis.

 The Shapiro-Wilk test thus indicates that our example data are
approximately normally distributed.

e Test of Normality By Shapiro Test
e (Sig.) or P-value > 0.05 (Normality)

Graphical Methods

Step 6. Next, let us look at the graphical figures, for both male and
female data.

Inspect the histograms visually. They should have the approximate
shape of a normal curve.

Then, look at the normal Q-Q plot. The dots should be approximately
distributed along the line.

This indicates that the data are approximately normally distributed.
SKkip the Detrended Q-Q plots. You do not need them.

Finally, look at the box plots and histogram. They should be
apnroximatelv svmmetrical.
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Homogenelty test.

I would put it under the sub-heading
 "Sample characteristics

Results

A Shapiro-Wilk ‘s test (P=0.083 and 0.803 > 0.05) for both males and
females respectively (Shapiro-Wilks 1965; Razali and Wahi 2011) and a
visual inspection of their histogram, normal Q-Q plots, P-P plots and box-
plots showed that the exam scores were approximately normally
distributed for both males and females with a skewness of 0.175
(SE=0.687) and a kurtosis of -1.144 (standard error SE=1.334) for Female
and a skewness of -1.037 (SE=0.687) and a kurtosis of - 0.03 (SE=1.334) for
males ( Cramer, 1998; Howih,2004 and Doane, 2011).

A Levene ‘s test verified the equality of variances in the samples
(homogeneity of variance) (P > 0.05) (Martin and Bridgmou,2012)

4- Assumption of scale of Measurement
The dependent variable must be on a
continuous scale (interval or ratio)



Descriptives

[DataSetd]
Descriptive Statistics
M Range Minimum | Maximum Sum Mean Std. Deviation | Variance Skewness kurtosis
Statistic Statistic Statistic Statistic Statistic Statistic | Std. Error Statistic Statistic Statistic | Std. Error | Statistic | Std. Error
Scores 20 25.00 65.00 94.00 [ 1624.00 | 81.2000 167213 7.03078 49432 -.391- A12 56T 842
Valid M (listwise) 20
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Click Plots then Choose Click Statistics then Choose
Normality then Click Continue then Click Continue
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Then Click

Tests of Normality
Kolmogorov-Smirnoy® Shapiro-Wilk
Gender | Statistic df Sig. Statistic df Sig.
Scores  Female 103 10 200 061 10 802 | T
Male 2493 10 015 863 10 _[2183K

* This is a lower bound of the true significance.
a. Lilliefors Significance Correction

e (Sig.) or P-value > 0.05
(Normality)



Descriptives

Gender Statistic | Std. Error
Scores  Fepale  Mean 249000 [ 1.83455

/ 95% Confidence Interval Lower Bound | 80.7500

for Mean UpperBound | 89.0500

5% Trimmed Mean 84.8333

Median 84.5000

Variance 33.666

Std. Deviation 580134

Minirmum 77.00

Maximum 94.00

Range 17.00

Intergquartile Range 10.25
Skewness 175 Ni=H
—Yurtosis 1144 | 133
Male Mean 77.5000 | 2.006593

/ 95% Confidence Interval  Lower Bound | 72.9600

for Mean UpperBound | 82.0400

5% Trimmed Mean 77.8333

Median 78.0000

Variance 40.278

Std. Deviation f.34648

Minirmum 65.00

Maximum 84.00

Range 158.00

Intergquartile Range 10.75
Skewness -1.037- Ni=H
Kurtosis -.030- 1.334

Scores

93.00

90.004

53.00

£0.004

73.007

70.009

63.007

T
Female

Gender

T
Male
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HOH[ lggrel Ing 01!:t he resu ts:

I would put it under the sub-heading
 "Sample characteristics*

Results

A Shapiro-Wilk ‘s test (P=0.083 and 0.803 > 0.05) for both males
and females respectively (Shapiro-Wilks 1965; Razali and Wahi
2011) and a visual inspection of their histogram, normal Q-Q plots,
P-P plots and box-plots showed that the exam scores were
approximately normally distributed for both males and females
with a skewness of 0.175 (SE=0.687) and a kurtosis of -1.144
(standard error SE=1.334) for Female and a skewness of -1.037
(SE=0.687) and a kurtosis of - 0.03 (SE=1.334) for males ( Cramer,
1998; How1h,2004 and Doane, 2011).

A Levene ‘s test verified the equality of variances in the samples
(homogeneity of variance) (P > 0.05) (Martin and Bridgmou,2012)

Shapiro, S.S. and Wilk, M.B. (1965). An Analysis of Variance Test for Normality
(Complete Samples). Biometrika, Vol. 52, No. 3/4, pp. 591-611.

Razali, Nornadiah; Wah, Yap Bee (2011). "Power comparisons of Shapiro-Wilk,

Kolmogorov—Smlrnov Lilliefors and Anderson-Darling tests". Journal of Statistical
NAadalirne asvvA Analsrfice 9 (1) 91 29
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Single Population Mean

* When o is known, not likely in most cases, conduct the z-test
e When o is not known, conduct the t-test
« Whatif N is large (large sample)? The z-test and t-test produce almost the same

result. Therefore, t-test is more useful and practical.

 Most software packages support the t-test with p-values reported.

Requirements for Testing Claims About a

Population Mean (with 0 Known)
1) The sample is a simple random sample.

2) The value of the population
standard deviation o is known.

3) Either or both of these conditions is
satisfied: The population is normally
distributed or n > 30.



Single Population mean T-test

This section presents methods for testing a claim about a population mean when
we do not know the value of 0. The methods of this section use the Student ¢
distribution introduced earlier.

Type of the T-test

One-sample t-test compares one sample mean with a
hypothesized value
Paired sample t-test (dependent sample) compares the
means of two dependent variables
Independent sample t-test compares the means of two
Independent variables

Equal variance

Unequal variance

Requirements for Testing Claims About a Population
Mean (with o Not Known)

) The sample is a simple random sample.
2) The value of the population standard deviation o is not known.

3) Either or both of these conditions is satisfied: The population is normally
distributed or n > 30.
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one-sample t-test

The one-sample t-test is used to determine whether a sample
comes from a population with a specific mean.

This population mean is not always known, but is sometimes
hypothesized.

For example, you want to show that a new teaching method for
pupils struggling to learn English grammar can improve their
grammar skills to the national average.

Your sample would be pupils who received the new teaching
method and your population mean would be the national
average score.

Alternately, you believe that doctors that work in Accident and
Emergency (A & E) departments work 100 hour per week
despite the dangers (e.g., tiredness) of working such long hours.
You sample 1000 doctors in A & E departments and see if their
hours differ from 100 hours.



 There is a five-step procedure that systematizes hypothesis testing;
« when we get to step 5, we are ready to reject or not reject the
hypothesis.

Hypothesis Testing
E— =] o Yo =Yo [ T T4 =Y
Do not
Step 4 Step 5

P P reject H,

Identify the Formulate a Take a sample, or
test decision — arrive at reject H,

statistic rule decision and
accept H,

1. Start with a well-developed, clear research problem or question
Establish hypotheses, both null and alternative

Determine appropriate statistical test and sampling
distribution

Choose the Type | error rate

State the decision rule

Gather sample data

Calculate test statistics

State statistical conclusion

Make decision or inference based on conclusion

o, (N

OO S0 I



o KNOWN OR UNKNOWN?

= As with confidence intervals, there are two types of single-sample
hypothesis tests:

When the population standard deviation o is known or given

When the population standard deviation ¢ is NOT known and therefore we have
to use an estimate, s

= When o is known, we use the normal standard, or z-distribution, to
establish the nonrejection region and critical values.

* When o is NOT known, we use the t-distribution instead
Every sample s