




Lecture One Outline

•  What is Statistics and Why do we need it?
• Introduction to statistics  (population, sample)
• Branches of Statistics
• Variables types.
• Define variables.
• What is SPSS.
• The SPSS Environment.
• Define a hypothesis.
•  Five-step hypothesis-testing procedure.
•  Null and Alternative Hypotheses.
• Type I and Type II errors.
• Power of test.
•  One-tailed and a two-tailed test of hypothesis.
• P-value.
•   One-Sample Tests



• After studying this lesson you will be able to:
• • Construct a frequency distribution
• • Calculate and interpret four measures of central location: mode,

median, arithmetic mean, and geometric mean
• • Apply the most appropriate measure of central location for a

frequency distribution
•  • Apply and interpret four measures of spread: range,

interquartile range, standard deviation, and confidence interval
(for mean)

• Outline of lecture
•  Introduction to statistics
• Some Basic Concepts,
• Population,
• Sample,
•  Types of variables,
•  Characteristics of Sigma (summation ∑)
•  Sampling and Statistical Inference)

• Statistical terms
• Statistics , data ,

Biostatistics,
• Descriptive and inferential

statistics
• Variable ,Population ,Sample
• Discrete and Continuous data
• Central value and dispersion



Why is statistics required in so many majors?
• The first reason is that numerical information

is everywhere.
• A second reason for taking a statistics course

is that statistical techniques are used to make
decisions that affect our daily lives. That is,
they affect our personal welfare.

• A third reason for taking a statistics course is
that the knowledge of statistical methods will
help you understand how decisions are made
and give you a better understanding of how
they affect you.

• الاحصاء تساعد على الاجابه على الاسئله البحثيه

Why Study Statistics?



Applications Developerمطور تطبيقات •
Ethical Hacker مخترق اخلاقى •
 ( البيانات هى نفط المستقبل )Data Analyst  محلل بيانات •
Cyber Securityامن وحماية المعلومات •
Programs Developer مطور برمجيات •
Market Research Analystمحلل أبحاث السوق •
Data Specialist  اختصاصي بيانات •
Web Designerمصمم ويب •
Site Programmer مبرمج موقع •
اخصائى نانوتكنولوجى•
Software Engineerمهندس برمجيات •
Coderصانع ومحلل أكواد•
Database Administrator مدير قاعدة بيانات •
Virtual reality Designerمصمم واقع افتراضي •
الطاقة البديلة•
الطباعة ثلاثية الابعاد•
سوف اجعلك تفكر كمحلل بيانات :مهمتى معك المخطط المالى•

ف

حجم البيانات فى الدقيقة
الواحدة

طبقا للعديد من الاحصائيات من المنتدى الاقتصادى العالمى•
 وغيرها سوف تكون الوظائف الاكثرCNN وقناة Indeedو 

طلبا ودخلا

اى ما يعادل اذا تم حفظها
CD على



1. In the " data age ".. " data don't sleep "..
2. In the latest "data never 𝙎𝙡𝙚𝙚𝙥𝙨" report, there are amazing

statistics of what happens in the data world every minute:
• Every minute: 4,497,420 Google search is done.
• Every minute: 4,500,000 videos are watched on Youtube.
• Every minute: 511,200 tweet is posted on Twitter.
• Every minute: 188,000,000 emails are sent.
• Every minute: 231,840 calls are made via Skype.
• Every minute: 55,140 photos are posted on Instagram.
• Every minute: 277,777 "story" is posted on Instagram.
• Every minute: The American people alone consume 4,416,720 gb

online.
• Every minute: 1,389 reservations are made via Airbnb website.
• Every minute: 9,772 flights are booked through Uber.
• Every minute: $ 162,037 transfers are made via venmo money

transfer platform.
• Every minute: 18,100,000 text messages are sent.
• Every minute: 390,030 apps are uploaded.
• Every minute: 694,444 hours of videos are watched on Netflix.

Data don't sleep



Meaning of Statistics 

• IS the art of learning from data. OR
• A collection of numerical information is called statistics (plural).
• Statistics is a way to get information from data.
•                                    Statistics
•                     Data                                 Information
• Statistics is the science of Learning from Data.
• The term statistics, derived from the word state, was used to refer to a

collection of facts of interest to the state.
• Statistics is defined as a branch of mathematics or science that deals with
Collecting, Organizing, Presenting, Analyzing and Interpretation of data to
assist in making more effective decisions.
• It deals with all aspects of this, including the planning of data collection

in terms of the design of surveys and experiments.



Why Study Statistics?  Or Why is statistics required in so
many majors?

• The first reason is that numerical information is
everywhere.

• A second reason for taking a statistics course is that
statistical techniques are used to make decisions that
affect our daily lives. That is, they affect our personal
welfare.

• A third reason for taking a statistics course is that the
knowledge of statistical methods will help you
understand how decisions are made and give you a
better understanding of how they affect you.



• In the early 20th century, two of the most important areas of applied
statistics were population biology and agriculture.

• Nowadays the ideas of statistics are everywhere. Public health and
medical research,

Marketing  and quality control , Education, Accounting, Economics,
Meteorological forecasting, Polling and surveys,  Sports, Insurance,
Social, and All research that makes any claim to being scientific.
(Tasting Tea)

Branches of Statistics
�  Biostatistics or Biometry. Biostatistics can be defined as the application

of the mathematical tools used in statistics to the fields of biological
sciences and medicine. 

�        Mathematical Statistics, Economical statistics and Social statistics
● KINDS or TYPES OF STATISTICS

1-  Descriptive Statistics  = Data Visualization

● consists of methods for organizing, displaying, and describing data
by using tables, graphs, and summary measures.

• OR Methods of organizing, summarizing, and presenting data in an
informative way.

2-  Inferential Statistics
● consists of methods that use sample results to help make decisions or predictions about a

population.

●  OR The drawing of inferences (decision) about a body of data when only a part of the data is
observed



What is the Difference between Descriptive and Inferential Statistics?







The Development of Statistics

• Historically, descriptive statistics appeared before
inferential statistics.

• Censuses were taken as long ago as Roman times.
• Over the centuries, records of such things as births,

deaths, marriages, and taxes led naturally to the
development of descriptive statistics.

• Inferential statistics is a newer arrival.
• Major developments began to occur with the research

of Karl Pearson (1857–1936) and Ronald Fisher
(1890–1962), who published their findings in the early
years of the twentieth century.

• Since the work of Pearson and Fisher, inferential
statistics has evolved rapidly and is now applied in a
myriad of fields.



• Descriptive and Inferential Statistics
• When analysing data, such as the marks achieved by 100 students for a

piece of coursework, it is possible to use both descriptive and inferential
statistics in your analysis of their marks.

• Typically, in most research conducted on groups of people, you will use
both descriptive and inferential statistics to analyse your results and
draw conclusions. 

• Typically, there are two general types of statistic that are used to describe
data:

1- Measures of central tendency:  We can describe this central position using
a number of statistics, including the mode, median, and mean.
2- Measures of spread:  To describe this spread, a number of statistics are
available to us, including the range, quartiles, absolute deviation, variance
and standard deviation.
• When we use descriptive statistics it is useful to summarize our group of

data using a combination of tabulated description (i.e., tables), graphical
description (i.e., graphs and charts) and statistical commentary (i.e., a
discussion of the results).

• What are the limitations of descriptive statistics?
• Descriptive statistics are limited in so much that they only allow you to

make summations about the people or objects that you have actually
measured.

•  You cannot use the data you have collected to generalize to other people



• Inferential Statistics
• It is not feasible to measure all exam marks of all students in the whole of the UK

so you have to measure a smaller sample of students (e.g., 100 students), which are
used to represent the larger population of all UK students. Properties of samples,
such as the mean or standard deviation, are not called parameters, but statistics.

• Inferential statistics are techniques that allow us to use these samples to make
generalizations about the populations from which the samples were drawn. It is,
therefore, important that the sample accurately represents the population.

• The process of achieving this is called sampling. Inferential statistics arise out of
the fact that sampling naturally incurs sampling error and thus a sample is not
expected to perfectly represent the population.

• The methods of inferential statistics are
(1) the estimation of parameter(s) and
(2) testing of statistical hypotheses.
• What are the limitations of inferential statistics?
•  First, and most important limitation, which is present in all inferential statistics,

is that you are providing data about a population that you have not fully measured,
and therefore, cannot ever be completely sure that the values/statistics you
calculate are correct. Remember, inferential statistics are based on the concept of
using the values measured in a sample to estimate/infer the values that would be
measured in a population; there will always be a degree of uncertainty in doing
this.

•  The second limitation is connected with the first limitation. Some, but not all,
inferential tests require the user (i.e., you) to make educated guesses (based on
theory) to run the inferential tests. Again, there will be some uncertainty in this
process, which will have repercussions on the certainty of the results of some



Key Statistical Concepts…
• A population (universe) is the collection of all items or things under

consideration
• OR the total amount of “THINGS”
• The word population or statistical population is used for all the

individuals or objects on which we have to make some study.
• Example: All the children in the primary schools will make a population.
•  The population may contain living or non-living things. The entire lot of anything

under study is called population. All the fruit trees in a garden, all the patients in a
hospital and all the cattle in a cattle form are examples of population in different
studies.

• Two kinds of populations: Finite and Infinite  population.
• 1- Finite Population: also called a Countable Population
• A population is called finite if it is possible to count its individuals.
• Example: The number of vehicles crossing a bridge every day, the number of births

per years and the number of words in a book are finite populations.
      The number of units in a finite population is denoted by N. Thus N is the size of the
population.
2- Infinite Population: or Uncountable
• Sometimes it is not possible to count the units contained in the population.
• Such a population is called infinite or uncountable. Let us suppose that we want to

examine whether a coin is true or not.
• The number of germs in the body of a patient of malaria is perhaps something

which is uncountable and number of stars in a sky



• A parameter is a summary measure that describes a characteristic of the
entire population. It is fixed inside the same population.

Problem:  can’t study/survey whole population, especially infinite population
Solution:  Use a Sample which is subset, selected from population
• A sample is a portion of the population selected for analysis

– A statistic is a summary measure computed from a sample to describe
a characteristic of the population

The relationship between a sample and a population is
portrayed below.
For example, we wish to estimate the mean miles per
gallon (MPG) of KIA cars. Six cars are selected from the
population.
The mean MPG of the six is used to estimate MPG
for the population.



1-Get information about large populations
2- Less costs
3- Less field time
4- More accuracy i.e. Can Do A Better Job of Data
Collection
5- When it’s impossible to study the whole population
Statistical inference is the procedure by which we
reach a conclusion about a population on the basis
of the information contained in a sample that has
been drawn from that population

Why Sampling?

Sample should be representative  of the target population
so you can generalize to population

Random sampling
All members of population have equal chance of being selected
Roll dice, flip coin, draw from hat
Types of Sampling Methods

Non-Probability Sampling -- Items included are chosen without regard to their
probability of occurrence.

i.  Judgment
ii. Quota

iii. Chunk
iv. Convenience

Probability Sampling – Items are chosen based on a known probability.  Let N=size of
the population and n=desired sample size

v. With replacement --  Prob. of each item and any round =(1/N)
vi. Without replacement -- Prob. of each item =(1/N), 1/(N-1), …1/[N-(n-1)]



1- Simple Random Sampling
2- Stratified Random Sampling

3- Cluster Sampling
4- Systematic Sampling

5- Representative Sampling (Can be stratified random or quota
sampling)

6- Convenience or Haphazard Sampling
7- Sampling with Replacement vs. Sampling without Replacement.

Items in the sample are chosen based on known
probabilities



What is the Difference between Statistic and Parameters?



Comparison Chart between Statistics and
Population



weight of females aged 22 years or older in India. The
researcher obtains the average weight of 54 kg, from a
random sample of 40 females.
Solution: In the given situation, the statistics is the
average weight of 54 kg, calculated from a simple
random sample of 40 females, in India while the
parameter is the mean weight of all females aged 22
years or older.

Example : A researcher wants to estimate the average
amount of water consumed by male teenagers in a day.
From a simple random sample of 55 male teens the
researcher obtains an average of 1.5 litres of water.

Solution: In this question, the parameter is the average
amount of water consumed by all male teenagers, in a
day whereas the statistic is the average 1.5 litres of water
consumed in a day by male teens, obtained from a simple
random sample of 55 male teens.



Research Study

A research study is a

scientific study of a

phenomenon of interest.

   Planning and designing of

experiment or survey

   Data collection

3.    Data analysis using

statistical    tools

   Interpretation

5.    Presentation of valid

conclusions



What is DATA
• Data (singular): The value of the variable associated with one element of

a population or sample.  This value may be a number, a word, or a symbol.
• Data (plural): The set of values collected for the variable from each of the

elements belonging to the sample.
• Experiment: A planned activity whose results yield a set of data.
• Parameter: A numerical value summarizing all the data of an entire

population.
• Statistic: A numerical value summarizing the sample data.
• Variable: A characteristic about each individual element of a population

or sample.
• Whether you are conducting routine surveillance, investigating an

outbreak, or conducting a study, you must first compile information in an
organized manner. One common method is to create a line list or line
listing. Table 2.1 is a typical line listing from an epidemiologic
investigation of an apparent cluster of hepatitis A

• The line listing is one type of epidemiologic database, and is organized like
a spreadsheet with rows and columns.

• Typically, each row is called a record or observation and represents one
person or case of disease.

• Each column is called a variable and contains information about one
characteristic of the individual, such as race or date of birth. The first column
or variable of an epidemiologic database usually contains the person’s name,



Types of Variables
Look again at the variables (columns) and values (individual entries
in each column) in Table 2.1. If you were asked to summarize these



Sources of data
• Before collection of data , a decision maker needs to:

– Prepare a clear and concise statement of purpose.
– Develop a set of meaningful measurable specific objective.
– Determine the type of analyses needed.
– Determine what data is required.

• Primary Data Collection
– Experimental Design
– Conduct Survey
– Observation (focus group)

• Secondary Data Compilation/Collection
– Mostly governmental or industrial, but also individual sources
– Internet

Data are usually available from one or more of the following sources:
   Routinely Kept Records
   Surveys
   Experiments
   Reports

Sources of
data

Records Surveys

Comprehens�v
e Sample

Exper�ments





Types of Data
•  



Variable
A variable is defined as a characteristic of the

participants or
situation for a given study that has different values in

that study.
A variable must be able to vary or have different values

or levels.

•  For example, gender is a variable because it has two
levels, female or male.

• Age is a variable that has a large number of values.
•  Type of treatment/intervention (or type of

curriculum) is a variable if there is more than one
treatment or a treatment and a control group.

• Number of days to learn something or to recover from
an ailment are common measures of the effect of a
treatment and, thus, are also variables.

• Similarly amount of mathematics knowledge is a



• Types of Variable
• All experiments examine some kind of variable(s).
•  A variable is not only something that we measure, but also something that we can

manipulate and something we can control for.
• To understand the characteristics of variables and how we use them in research,

this guide is divided into three main sections. First, we illustrate the role of
dependent and independent variables. Second, we discuss the difference between
experimental and non-experimental research. Finally, we explain how variables
can be characterised as either categorical or continuous.

• Dependent and Independent Variables
• An independent variable, sometimes called an experimental or predictor variable,

is a variable that is being manipulated in an experiment in order to observe the
effect on a dependent variable, sometimes called an outcome variable.

• Example : Dependent Variable: Test Mark (measured from 0 to 100)
• Independent Variables: Revision time (measured in hours) Intelligence (measured

using IQ score)
• The dependent variable is simply that, a variable that is dependent on an

independent variable(s). For Therefore, the aim of the tutor's investigation is to
examine whether these independent variables - revision time and IQ - result in a
change in the dependent variable, the students' test scores. However, it is also
worth noting that whilst this is the main aim of the experiment, the tutor may also
be interested to know if the independent variables - revision time and IQ - are also
connected in some way.

• In the section on experimental and non-experimental research that follows, we
find out a little more about the nature of independent and dependent variables.



Types of variables

Quantitative variables
Or Numerical variables

Qualitative variables
Or Categorical or
Attribute  variablesQuantitativ

e

continuons
Quantitativ

e

diescrete

Qualitative

nominal

Qualitative
ordinal

Quantit
ative

Interval

Quantita
tive

Ratio

O
R



Types of variables    According to Level of Measurement





Types of variables



Types of Variable or Random variable
There are Two types of a variable.

)    Quantitative Variable
)    Qualitative Variable

I.   Quantitative Variable or Numerical variable
• A variable which can be expressed numerically is called quantitative

variable.
•  OR a variable which can possess some units of measurements is called

quantitative variable.
• Quantitative data are always numeric.

• A quantitative variable Variables that have are measured on a numeric
or quantitative scale. Ordinal, interval and ratio scales are quantitative. A
country's population, a person's shoe size, or a car's speed are all quantitative
variables.

• II- qualitative variable Categorical. Categorical variables take on values that
are names or labels. The color of a ball (e.g., red, green, blue) or the breed of a
dog (e.g., collie, shepherd, terrier) would be examples of categorical variables. 

• Measurements made on quantitative variables convey information
regarding amount.
Example:  We can obtain measurements on;

•      The height can be expressed in inches centimeter, meters etc,
•      The weights of pre-school children which can be expressed in kgs, grams etc
•      The ages of patients seen in a clinic
•      The number of children in a family





Levels of Measurement
• Data can be classified according to levels of measurement.
• The level of measurement of the data dictates the calculations that can be

done to summarize and present the data.
• It will also determine the statistical tests that should be performed.
• For example, there are six colors of candies in a bag of M&M’s.
• Suppose we assign brown a value of 1, yellow 2, blue 3, orange 4, green 5,

and red 6. From a bag of candies, we add the assigned color values and
divide by the number of candies and report that the mean color is
21/6=3.5. Does this mean that the average color is blue or orange? Of
course not!

• As a second example, in a high school track meet there are eight
competitors in the 400-meter run.

• We report the order of finish and that the mean finish is 4.5.
• What does the mean finish tell us? Nothing! In both of these instances, we

have not properly used the level of measurement.
• There are actually four levels of measurement: nominal, ordinal, interval,

and ratio.
• The lowest, or the most primitive, measurement is the nominal level. The

highest, or the level that gives us the most information about the
observation, is the ratio level of measurement.



Measurement Scales
Measurement may be defined as the assignment of numbers to objects or events
according to a set of rules.
There are Four Measurement Scales result from the fact that measurement may be
carried out under different sets of rules.
   The Nominal
   The Ordinal
   The Interval Scale
   The Ratio Scale

Measurement scales are depicted
graphically below

Gender





Dichotomous



• النوع (ذكر, انثى)امثلة من العلوم الاجتماعية او استمارة الاستبيان      
والحالة الاجتماعية (متزوج,اعزب..) والجنسية (مصرى, سعودى.....)

فى العلوم الطبيعية فى  Nominal ومن امثلة المتغيرات الاسمية           
التجارب المعملية او الحقلية
• انواع مختلفة من التسميد  (نيتروجين وفوسفات وبوتاسيوم...)
• (............  ) Drugs انواع  مختلفة من الدواء
• Effect of different hormone treatments [Hormone 1,

Hormone 2 and Control ( placebo)]
  on depression scores.







• Effect of stress on reaction time three groups of subjects:  a great
deal of stress,  a moderate amount of stress and  no stress

• Researchers want to test a new anti-anxiety medication. They split
participants into three conditions (0 mg, 50 mg and 100 mg)

• An experiment in vivo (open field) was done to evaluated four
different levels of nitrogen fertilizer (50, 150, 200 and 250 kg/
faddan) on yield (ton) of one variety of wheat crop Giza63

فى العلوم الطبيعية فى التجارب   Ordinalومن امثلة المتغيرات الترتيبية 
المعملية او الحقلية

امثلة من العلوم الاجتماعية او استمارة الاستبيان مستوى التعليم 
(امى وثانوية وجامعة .........)
لازم نفرق بين اسم الصفة ومستويات الصفة  فمثلا تقدير الطالب هى الصفة.............. تقديرات الطلاب (ممتاز وجيد جيدا و

Variable
...... هى ممتاز جيد جدا levels or groups بينما المستويات





امثلة:  طول - ووزن – وسرعة -
ودرجات الطلاب
لازم نفرق بين اسم الصفة والمستوىطول النبات - ضغط الدم

الصفة تحتوى على اكثر من مستوى وليس العكس
صفة النوع  هو الصفة يوجد بها اثنين من المستويات مستوى
اناث ثانى مستوى ذكور اول



 هل يمكن تحويل مستوى قياس الى مستوىسؤال
اخر ام لا مع اعطاء مثال؟





Variable Variable Ordinal Variable Nominal Variable Ratio

Coded Data
Uncoded Data



One type of extraneous variable is
called a confounding variable

Role















• Ambiguities in classifying a type of variable
• In some cases, the measurement scale for data is ordinal, but the variable is

treated as continuous. For example, a Likert scale that contains five values -
strongly agree, agree, neither agree nor disagree, disagree, and strongly disagree -
is ordinal. However, where a Likert scale contains seven or more value - strongly
agree, moderately agree, agree, neither agree nor disagree, disagree, moderately
disagree, and strongly disagree - the underlying scale is sometimes treated as
continuous (although where you should do this is a cause of great dispute).

• It is worth noting that how we categorise variables is somewhat of a choice. Whilst
we categorised gender as a dichotomous variable (you are either male or female),
social scientists may disagree with this, arguing that gender is a more complex
variable involving more than two distinctions, but also including measurement
levels like genderqueer, intersex and transgender.

• At the same time, some researchers would argue that a Likert scale, even with
seven values, should never be treated as a continuous variable.

The Scientific
Method



 Statistical Notation Cheat Sheet
Don’t bother memorizing any of this, but refer to this as needed.



Summation Notation
•  



Th�s express�on  means sum the values of x, start�ng at x1 and
end�ng w�th xn.

Th�s express�on  means sum the values of x, start�ng at x1 and
end�ng w�th x10.

  This expression  means sum the values of x, starting at x3 and ending with x10.

The l�m�ts of summat�on are often understood to mean �  =  1 through n.
  Then the notat�on below and above the summat�on s�gn �s om�tted. 
Therefore th�s express�on means sum the values of x, start�ng at x1 and
end�ng w�th xn.

I- Single Summation or simple Summation
The symbol  Σ (summation or sigma) is generally used to denote a sum of multiple
terms. This symbol is generally accompanied by an index that varies to encompass all
terms that must be considered in the sum.



•  

 



•  

Th�s express�on  means sum the values of x, start�ng at x1 and end�ng
w�th xn.

And  i must be start with one.

 



•  

This expression means sum the values of x, starting at x1 and
ending with xn and then square the sum.

This expression means form the product of x multiplied by y, starting at x1 and y1 and ending 
with xn and yn and then sum the products.

In this expression c is a constant, i.e. an element which does not involve the variable of
summation and the sum involves n elements.



i xi

1 1
2 2
3 3
4 4

Examples
  : 1

Find

 
Examples
  : 2

Examples
  : 3



i xi yi

1 10 0
2 8 3
3 6 6
4 4 9
5 2 12

Examples
: 3

 



Properties of Summation



Double Summation
•  

   1 2   3  4

 1

 2

 3





•  



Ethics and Statistics
• The article “Statistics and Ethics:

Some Advice for Young Statisticians,
” in The American Statistician 57, no.
1 (2003), offers guidance.

• The authors advise us to practice
statistics with integrity and honesty,
and urge us to “do the right thing”
when collecting, organizing,
summarizing, analyzing, and
interpreting numerical information.

• The authors of The American
Statistician article further indicate
that when we practice statistics, we
need to maintain “an independent
and principled point-of-view.”



Getting Start with SPSS

• What is SPSS.
• The SPSS Environment.
• The data view, Variable view and out put view.
• Data creation in SPSS.
• Importing data in SPSS.
• Variables types.
• Define variables.
• Save data from SPSS output in World and  Excel.



مستويات القياس

يتم تقسيم الظواهر الى اربعة مستويات مختلفة للقياس وهى
Nominal Scale         المقياس الاسمى -1
Ordinal Scale       المقياس الترتيبى -2 
Interval Scale   مقياس الفترة -3 
  فقطثلاثةيضم الاربعة مقاييس فى  SPSS فى برنامجRatio Scale               مقياس النسبة -4 

بالاضافة الى المقايس  Scale  مقاييس كميةوالنسبة الفترةحيث يعتبر مقياس 
Ordinal والترتيبى Nominal الاسمى



Nominal         المقياس الاسمى -1
Scale

Ordinal Scale       المقياس الترتيبى -2



Rank اما الرتبة

Interval Scale   مقياس الفترة -3



Ratio Scale               مقياس النسبة -4
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 Setup
SPSS

Click Here

Then Click
Next … Next …

Click Setup

Install :Choose Place in your
computer

You will need License Open

 and choose License

Done

Click Here

License
from
here
(open it)

Copy this
line



الاول تاكد من نوع الجهاز الخاص بك هل هو 32
او 64 بت كيف ذلك

طبقا لنوع جهازك نختار احد البرامج بحيث
1. اذا نوع جهازك 64 بت نختار فولدر

المضغوط الذى به 64
2. اذا نوع جهازك 32 بت نختار فولدر



نقوم بفك الملف المضغوط  اذا طلب كلمة سر بالضغط على الملف
يظهر كلمة السر الموضحة اسفل



نضغط هنا

yes نضغط







لابد من الغاء علامة صح من هذه
الخانة

تم الغاء علامة صح من هذه الخانة ثم نضغط
Finish

الان تم تصطيب البرنامج ولكنة غير مفع لتفعيله  نذهب الى فلودر
ونضغط عليه Crack  مكتوب عليه نسخة Iservrc ناخذ ملف

ونذهب الى  Copy منه
المسار الذى تم تصطيب
البرنامج فيه  كما فى
الشكل التالى فى الشريحة
القادمة



نذهب
 الى

نضغط
هنا

نضغط
هنا

نضغط
هنا



نضغط
هنا

نضغط كليك يمين فى
نفس المكان





• SPSS version 25 ملاحظات على عملية تنزيل البرنامج

• 64 بت اذاقم بتنزيل  bit 32 بت واذا كان جهازك 64نقوم بتنزيل برنامج  (bit) اذا كان جهازك 32 بت
لم يقبل جهازك التصطيب لسبب او اخر قوم بالعكس بمعنى اذا كان جهازك 32بت قم بتنزيل 64بت ام
اذا كان جهازك 64 بت فحاول تنزيل برنامج 32بت

• يفضل عند التصطيب فصل جهازك عن شبكة الانترنت

• جديدة على جهازك Windows اذا تكرر عدم قبول التصطيب من فضلك قم بتصطيب نسخة ويندوز
SPSS ثم قم بتصطيب برنامج

• لانها لا تصاب بالفيرس SPSS احفظ على جهازك نسخة مضغوطة من برنامج



SPSS تشغيل برنامج

Version 21Point and Click



عند تشغيل البرنامج لاول مرة سوف تظهر النافذة التالية



THE SPSS ENVIRONMENT
• SPSS utilizes multiple types of windows, or screens, in its basic operations.
• Each window is associated with specific tasks and types of SPSS files.
• The windows include the Data Editor, Output Viewer, Syntax Editor, Pivot Table Editor, Chart

Editor, and Text Output Editor.
•  The following sections describe the basic purposes and functions of the three most common

windows—the Data Editor, Output Viewer, and Syntax Editor—since these three windows are
integral for most every action performed in the program.

• The other windows are relevant to more specific types of tasks.



Data
EditorOutput

Viewer

Syntax
Editor

File > New >
Syntax.

Example of active Data Editor window.

Example of active Output Viewer window.

the Data Editor, Output Viewer, and
Syntax Editor



SPSS Data Editor
Window

SPSS Data Editor
Anatomy

SPSS Data
View





SPSS Variable
View





ما هي أكثر البرامج الإحصائية استخداما في الأبحاث الطبية والحيوية؟
للإجابة على هذا السؤال قام أحد الباحثين بفحص أكثر من 40 ألف بحث
PubMed Central منشورة بين 2016 و2021 في موقع
40.5% يأتيبنسبة  SPSS وتوصل إلى أن أكثر البرامج استخداما هو برنامج
%17.4بنسبة  prism 20.5% وفى المرتبة الثالثةبنسبة  R بعده برنامج
:قائمة البرامج العشرة الأولى كالآتى



Variable View -
Value Labels



Data Editor • The Data Editor window is the default window and opens
when SPSS starts.

• This window displays the content of any open data files
and provides drop-down menus that allow you to modify
and analyze data.

• The data are displayed in a spreadsheet format where
columns represent variables and rows represent cases.

• The spreadsheet format includes two tabs at the bottom
labeled Data View and Variable View.

• The Data View tab displays the open data set: variables
appear in columns, and cases appear in rows.

• The Variable View tab displays information about
variables in the open data (but not the data themselves),
such as variable names, types, and labels, etc. The tab
that is currently displayed will be yellow in color.

Data View



READING THE DATA VIEW
WINDOW
When you view data in SPSS,
each row in the Data View
represents a case, and each
column represents a variable.
• Cases represent

independent observations,
experimental units, or
subjects.

• For example, if the data
are based on a survey of
college students, then each
row in the data would
represent a specific college
student who participated
in the study. 

SPSS TOOLBAR SHORTCUTS
                                       By default, the Data View window has the following shortcuts for common
tasks.









Click the Variable View tab

• In SPSS Statistics, you need to define your variables, which occurs in the Variables View.
• To access the Variable View you need to click the Variables View tab as shown below:

In this Variable View, you can adjust the properties of each of your variables under 11 categories: Name, Type,
Width, Decimals, Label, Values, Missing, Columns, Align, Measure and Role.



                     To change the name of a column (variable) in the Data View sheet, click in the appropriate cell and
type in the new name. The names in this column must not start with a number. They also cannot contain special
characters such as / * $, space etc. You will be given an error message if your name is in illegal format.
• The name of the variable, which is used to refer to that variable in syntax. Variable names can

not contain spaces. Note that when you change the name of a variable, it does not change the
data; all values associated with the variable stay the same. Renaming a variable simply changes
the name of that variable while leaving everything else the same. For example, we may want to
rename a variable called Sex to Gender.

To change a variable's name, double-click on the name of the variable that you wish to re-name.
Type your new variable name.

In order for your data analysis to be accurate, it is imperative that you correctly identify   type and formatting of
each variable.
SPSS has special restrictions in place so that statistical analyses can't be performed on inappropriate types of
data: for example, you won't be able to use a continuous variable as a "grouping" variable when performing a t-
test.

Information for the type of each variable is displayed in the Variable View tab. Under the “Type” column,
simply           click the cell associated with the variable of interest. A blue “…” button will appear.





The two common types of variables that you are
likely to see are numeric and string.
*To change a variable's type, click inside the cell
corresponding to the “Type” column for that variable.
A square "..." button will appear; click on it to open
the Variable Type window. Click the option that best
matches the type of variable. Click OK.

click the cell associated with the variable of interest. A
blue “…” button will appear.



SPSS Variable Types and
Formats

SPSS Variable
Types
• SPSS has two variable types: string and numeric.
• Numeric variables may contain only numbers.
• String variables may contain letters, numbers and other characters.
• The distinction between numeric and string variables is important because the variable type

dictates what you can or cannot do with a variable.
• You can do calculations with numeric variables but not with string variables.
•  You can use string functions such as taking substrings or concatenating with string variables

but not with numeric variables.



• There are no other variable types in SPSS than string and numeric.
However, numeric variables have several different formats that are
often confused with variable types. We'll see in a minute how
SPSS variable view puts many users on the wrong track here.Determining SPSS Variable Types

• Before doing anything whatsoever with a
variable, we always want to know whether it's a
string or numeric variable. Don't rely on a visual
inspection of your data view for determining
variable types; it may be hard, sometimes
impossible to see the difference between the two
variable types. Instead, inspect your variable
view and use the following rule:

• if “Type” is “String”, you're dealing with a string
variable;

• if “Type” is anything else than “String”, you're
dealing with a numeric variable.

• SPSS suggests that “Date” and “Dollar” are
variable types as well.

• However, these are formats, not types.
• The way they are shown here among the

actual variable types (string and numeric) is
one of SPSS’ most confusing features.



SPSS Variable Formats -
Introduction
Let's now have a look at the data under data view as shown the screenshot below. We'll briefly describe the
kinds of variables we see.

• First there's the actual values as SPSS stores them internally. These consist of nothing but numbers.
• Second, the actual values can be displayed and treated in a myriad of different ways. Like so, numeric

variables may seem to contain letters of months or dollar signs.
• These different ways of displaying and treating the actual values are referred to as variable formats.



Determining SPSS
Variable Formats• As we saw earlier, “Type” under variable view shows a confusing mixture of

variable types and formats.
• Unfortunately, it doesn't allow us to determine the actual formats. However, the

following line of syntax does the trick here:
                      display dictionary.

• After running it, we see one or more tables with dictionary information in
the Output Viewer window as shown by the screenshot below.

• SPSS distinguishes print and write formats but we don't bother
about this distinction.
SPSS variable formats consist of two parts. One or more letters indicate
the format family.
• Most of them speak to themselves, except for the first two variables:
• A (“Alphanumeric”) is the usual format for string variables;
• F, (“Fortran”) indicates a standard numeric variable.
Formats end with numbers, indicating the number of characters to be
shown.
* If a period is present, the number after the period indicates the
number of decimal places to be displayed.



Numeric
• Numeric variables have values that are numbers (in standard format or scientific

notation).
• Missing numeric variables appear as a period (i.e., “.”).
• Example: Continuous variables that can take on any number in a range (e.g., height,

weight, blood pressure, ...) would be considered numeric variables. The researcher can
choose as many or as few decimal places as they feel are necessary. In this situation,
the Measurement setting should be defined as Scale.

• This particular type of numeric variable can be used calculations—e.g., we can compute
the average and standard deviation of heights.

• Example: Counts (e.g., number of free throws made per game) are a numeric variable
with zero decimal places. In this situation, the  Measurement  setting should be defined
as Scale

•  Certain mathematical calculations are valid when applied to count variables (e.g., mean
and standard deviation), but some statistical procedures are not (e.g., linear regression).

• Example: Nominal categorical variables that have been coded numerically (e.g.,
recording a subject's gender as 1 if male or 2 if female) would be classified as numeric
variables with zero decimal places. In this situation, the  Measurement  setting must be
defined as Nominal.

           This type of numeric variable should never be used in mathematical calculations.
• Example: Ordinal categorical variables that have been coded numerically (e.g., a Likert

item with responses 1=Good, 2=Better, 3=Best) would be classified as numeric variables
with zero decimal places.  In this situation, the  Measurement  setting must be defined
as Ordinal.

        In general, this type of numeric variable should not be used in mathematical
calculations.
• Note that some SPSS procedures require that grouping variables be coded as numeric (e.

g., the independent samples t-test; legacy dialogues for nonparametric methods; etc.)
String

String variables which are also called alphanumeric variables or character



• Example: Any written text is considered a string variable, including free-response
answers to survey questions.

• The next few variable types are all technically numeric, but indicate special formatting.
If your data has been recorded in one of these formats, you must set the variable type
appropriately so that SPSS can interpret the variables correctly. (For example, SPSS
cannot use dates in calculations unless the variables are specifically defined as date
variables.)

Comma
Numeric variables that include commas that delimit every three places (to the left of
the decimals) and use a period to delimit decimals. SPSS will recognize these values as
numeric—with or without commas, and also in scientific notation.
Example: Thirty-thousand and one half: 30,000.50
Example: One million, two hundred thirty-four thousand, five hundred sixty-seven
and eighty-nine hundredths: 1,234,567.89
Dot
Numeric variables that include periods that delimit every three places and use a
comma to delimit decimals. SPSS will recognize these values as numeric—with or
without periods, and also in scientific notation.
Example: Thirty-thousand and one half: 30.000,50
Example: One million, two hundred thirty-four thousand, five hundred sixty-seven
and eighty-nine hundredths:1.234.567,89
Note about comma versus dot notation: comma notation is standard in the United
States.
Scientific notation
Numeric variables whose values are displayed with an E and power-of-ten exponent.
Exponents can be preceded by either an E or a D, with or without a sign, or only with a
sign (no E or D). SPSS will recognize these values as numeric, with or without an
exponent.





Date
Numeric variables that are displayed in any standard calendar date or clock-time formats. Standard formats may
include commas, blank spaces, hyphens, periods, or slashes as space delimiters.
Example: Dates: 01/31/2013, 31.01.2013
Example: Time: 01:02:33.7
Dollar
Numeric variables that contain a dollar sign (i.e., $) before numbers. Commas may be used to delimit every three
places, and a period can be used to delimit decimals.
Example: Thirty-three thousand dollars and thirty-three cents: $33,000.33
Example: One million dollars and twelve point three cents: $1,000,000.123
Custom currency
Numeric variables that are displayed in a custom currency format. You must define the custom currency in the
Variable Type window. Custom currency characters are displayed in the Data Editor but cannot be used during
data entry.
Restricted number
Numeric variables whose values are restricted to non-negative integers (in standard format or scientific
notation). The values are displayed with leading zeroes padded to the maximum width of the variable.
Example: 00000123456 (width 11)

The number of digits displayed for numerical values or the length of a string variable.
To set a variable's width, click inside the cell corresponding to the “Width” column for that variable. Then

click the "up" or "down" arrow icons to increase or decrease the number width.



The number of digits to display after a decimal point for values of that variable. Does not apply to string
variables. Note that this changes how the numbers are displayed, but does not change the values in the dataset.
To specify the number of decimal places for a numeric variable,
 click inside the cell corresponding to the “Decimals” column for that variable.
Then click the “up” or “down” arrow icons to increase or decrease the number of decimal places.

Example: If you specify that values should have two decimal points, they will display as 1.00, 2.00, 3.00, and so
on.

A brief but descriptive definition or display name for the variable. When defined, a variable's label will
appear in the output in place of its name.
Example: The variable expgradate might be described by the label “Expected date of college graduation".

First, click on the "None" cell box and
then on the         button, as show in the
diagram below:



Values
For coded categorical variables (i.e., nominal or ordinal) variables, the value label(s) that should
be associated with each category abbreviation. Value labels are useful primarily for categorical (i.
e., nominal or ordinal) variables, especially if they have been recorded as codes (e.g., 1, 2, 3). It is
strongly suggested that you give each value a label so that you (and anyone looking at your data or
results) understands what each value represents.
• When value labels are defined, the labels will display in the output instead of the original codes.

Note that defining value labels only affects the labels associated with each value, and does not
change the recorded values themselves.

Example: In the sample dataset, the variable Gender . The values 1, 2 represent the categories Male
and Female, respectively. Let's define the category labels for the Gender variable in the sample
data.

Click here

Repeat the above, entering
"2" in the Value: box and
"Female" in the Label: box,
and click on the  Add   button.

Click

If you wish to change or remove a value and label that
you have added to the center dialog box, do the
following:
• To change a specific value or label, highlight the

value/label in the center text box in the Value Labels
window.

• Now the selected value/label will be highlighted
yellow. Make changes to the selected value or label as
needed. Click Change.

• The changes will be applied to the value/label you
highlighted.

• To remove a specific value/label, highlight the value/



Missing
The user-defined values that indicate data are missing for a variable (e.g., -99 or  999).
 Note that this does not affect or eliminate SPSS's default missing value code (".").
This column merely allows the user to specify alternative codes for missing values.
To set user-defined missing value codes, click inside the cell corresponding to
the “Missing” column for that variable. A square button will appear; click on it.

Click the option that best matches how you wish to define missing data and
enter any associated values, then click OK at the bottom of the window.

Columns
The width of each column in the Data View spreadsheet. Note that this is not the same as the number of digits
displayed for each value. This simply refers to the width of the actual column in the spreadsheet.
To set a variable's column width, click inside the cell corresponding to the “Columns” column for that variable. Then
click the “up” or “down” arrow icons to increase or decrease the column width.



Align
The alignment of content in the cells of the SPSS
Data View spreadsheet.
Options include left-justified, right-justified, or
center-justified.
To set the alignment for a variable, click inside the
cell corresponding to the
"Align" column for that variable. Then use the drop-
down menu to select your
preferred alignment: Left, Right, or Center.

in SPSS  By default, variables with numeric
responses are automatically detected as
“Scale” variables. 



Input: The variable will be used as a predictor (independent
variable). This is the default assignment for variables.
Target: The variable will be used as an outcome (dependent
variable).
Both: The variable will be used as both a predictor and an
outcome (independent and dependent variable).
None: The variable has no role assignment.
Partition: The variable will partition the data into separate
samples.
Split: Used with the IBM® SPSS® Modeler (not IBM® SPSS®
Statistics).

Choose
General
Then
choose
Unicode
Then
       Ok



Output Viewer
When you perform any command in SPSS, the Output Viewer
window opens automatically and displays a log of the actions
taken and the associated output. Primarily, the Output Viewer is
where the results of statistical analysis are shown, but any
command invoked through the drop-down menus or syntax will
be printed to the Output Viewer. This includes opening, closing,
or saving a data file. If an Output Viewer window is not open
when a command is run, a new Output Viewer window will
automatically be created.

This window
opens
automatically the
first time you run
a procedure that
generates output.
See Figure for
details.

Output
Viewer



SPSS Output Viewer
Window

SPSS Output Viewer
Window Anatomy



SPSS Output Files -
Limitations

Reporting on SPSS
Output
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What �s a Hypothes�s?
•  �n the USA legal system (a person �s �nnocent unt�l proven gu�lty)
• A pat�ent goes to a phys�c�an and reports var�ous symptoms. On the bas�s of the

symptoms, the phys�c�an w�ll order certa�n d�agnost�c tests, then, accord�ng to the
symptoms and the test results, determ�ne the treatment to be followed.

• In stat�st�cal analys�s we make a cla�m, that �s, state a hypothes�s, collet data, then use
the data to test the assert�on.

• We def�ne a stat�st�cal hypothes�s as follows.
�n stat�st�cs, �s a cla�m or statement about a property of a populat�on

Or
• A hypothes�s may be def�ned s�mply as a statement about one or more populat�ons.

Or
• A statement that someth�ng �s true

• OR
• A statement about a populat�on parameter subject to ver�f�cat�on.



What �s Hypothes�s Test�ng or test�ng a hypothes�s?
Is also called s�gn�f�cance test�ng
• A procedure based on sample ev�dence and probab�l�ty theory to determ�ne whether the

hypothes�s �s a reasonable statement.
�s a standard procedure for test�ng a cla�m about a property of a populat�on.
Or   �s to test the cla�m or statement
 Or   A hypothes�s �s a cla�m (assumpt�on) about one or more populat�on parameters.
Goal: Make statement(s) regard�ng unknown populat�on parameter values based on sample data.
Hypothes�s  Test�ng: A hypothes�s �s a cla�m (assumpt�on) about one or more populat�on
parameters.
• Example: A hypothes�s m�ght be that the mean monthly comm�ss�on of sales assoc�ates �n

reta�l electron�cs stores, such as C�rcu�t C�ty, �s $2,000.
• We cannot contact all these sales assoc�ates to ascerta�n that the mean �s �n fact $2,000. The

cost of locat�ng and �nterv�ew�ng every electron�cs sales assoc�ate �n the Un�ted States would
be exorb�tant.

• To test the val�d�ty of the assumpt�on ( µ = $2,000), we must select a sample from the
populat�on of all electron�cs sales assoc�ates, calculate sample stat�st�cs, and based on
certa�n dec�s�on rules accept or reject the hypothes�s.

•  A sample mean of $1,000 for the electron�cs sales assoc�ates would certa�nly cause reject�on
of the hypothes�s.

•  However, suppose the sample mean �s $1,995. Is that close enough to $2,000 for us to accept
the assumpt�on that the populat�on mean �s $2,000? Can we attr�bute the d�fference of $5
between the two means to sampl�ng error, or �s that d�fference stat�st�cally s�gn�f�cant?



• The populat�on mean monthly cell phone b�ll of Ca�ro c�ty �s:μ = $42
• Not log�c to met every person �n Ca�ro and ask about monthly cell phone b�ll
• To test the val�d�ty of assumpt�on μ = $42 we must select a sample from populat�on, then

calculate sample stat�st�cs, and based on certa�n dec�s�on rules accept or reject the
hypothes�s.

• A sample mean of  $15 for monthly cell phone b�ll  �n Ca�ro would certa�nly cause reject�on of
the hypothes�s.

• However suppose the sample mean �s monthly cell phone b�ll $38
• Is that close enough to μ=$42 for us to accept the assumpt�on that populat�on mean μ = $42 ?
• Can attr�bute the d�fference of  $4 between the two means to sampl�ng error, OR �s the

d�fference stat�st�cally s�gn�f�cant?
• Hypothes�s Test�ng: A procedure based on sample ev�dence and probab�l�ty theory to

determ�ne whether the hypothes�s �s a reasonable statement.
• The average number of TV sets �n U.S. Homes �s equal to three; μ = 3

• It Is always about a populat�on parameter, not about a sample stat�st�c
• Sample ev�dence �s used to assess the probab�l�ty that the cla�m about the populat�on

parameter �s true







المتهم بريء حتى تثبت
إدانته



















Hypothesis Testing Steps

• There �s a f�ve-step procedure that systemat�zes hypothes�s
test�ng; when we get to step 5, we are ready to reject or not
reject the hypothes�s.

• However, hypothes�s test�ng as used by stat�st�c�ans does not
prov�de proof that someth�ng �s true, �n the manner �n wh�ch a
mathemat�c�an “proves” a statement.

• It does prov�de a k�nd of “proof beyond a reasonable doubt,” �n
the manner of the court system.

• Hence, there are spec�f�c rules of ev�dence, or procedures, that
are followed.

• The steps are shown �n the follow�ng d�agram. We w�ll d�scuss
�n deta�l each of the

steps.



Hypothesis Testing Steps



Hypothesis Testing Steps

Step 1: State the Null Hypothes�s (H0) and the Alternate Hypothes�s (H1)
• The f�rst step �s to state the hypothes�s be�ng tested.
• It �s called the null hypothes�s, des�gnated H0, and read “H sub zero.”

The cap�tal letter H stands for hypothes�s, and the subscr�pt zero
�mpl�es “no d�fference.” There �s usually a “not” or a “no” term �n the
null hypothes�s, mean�ng that there �s “no change.”

• For example, the null hypothes�s �s that the mean number of m�les
dr�ven on the steel-belted t�re �s not d�fferent from 60,000. The null
hypothes�s would be wr�tten H0: µ = 60,000.

• Generally speak�ng, the null hypothes�s �s developed for the purpose
of test�ng.

•  We e�ther reject or fa�l to reject the null hypothes�s.
• The null hypothes�s �s a statement that �s not rejected unless our

sample data prov�de conv�nc�ng ev�dence that �t �s false.
• We should emphas�ze that, �f the null hypothes�s �s not rejected on the

bas�s of the sample data, we cannot say that the null hypothes�s �s true.



• To put �t another way, fa�l�ng to reject the null hypothes�s does not prove that
H0 �s true, �t means we have fa�led to d�sprove H0.

• To prove w�thout any doubt the null hypothes�s �s true, the populat�on
parameter would have to be known.

• To actually determ�ne �t, we would have to test, survey, or count every �tem �n
the populat�on. Th�s �s usually not feas�ble.

• The alternat�ve �s to take a sample from the populat�on.
• It should also be noted that we often beg�n the null hypothes�s by stat�ng,
     “There �s no s�gn�f�cant d�fference between . . . ,” or
“The mean �mpact strength of the glass �s not s�gn�f�cantly d�fferent from. . . .”
When we select a sample from a populat�on, the sample stat�st�c �s usually
numer�cally d�fferent from the hypothes�zed populat�on parameter.
• As an �llustrat�on, suppose the hypothes�zed �mpact strength of a glass plate �s
• Example U= 70 ps�, and the mean �mpact strength of a sample of
• Sample S�ze n = 12 glass plates �s mean = 69.5 ps�.
• We must make a dec�s�on about the d�fference of  (parameter- stat�st�c (70 - 69

= 0.5 ps�.
• Is �t a true d�fference, that �s, a s�gn�f�cant d�fference (70 - 69 = 0.5 ),
• D�fferent �s true or due to chance (sampl�ng)
• To answer th�s quest�on, we conduct a test of s�gn�f�cance, commonly referred

to as
• Test of hypothes�s.





• NULL HYPOTHESISA : statement about the value of a
populat�on parameter developed for the purpose of test�ng
numer�cal ev�dence.

• The alternate hypothes�s descr�bes what you w�ll conclude
�f you reject the null hypothes�s.

• It �s wr�tten H1 and �s read “H sub one.” It �s also referred
to as the research hypothes�s.

• The alternate hypothes�s �s accepted �f the sample data
prov�de us w�th enough stat�st�cal ev�dence that the null
hypothes�s �s false.

• ALTERNATE HYPOTHESISA statement that �s accepted �f
the sample data prov�de suff�c�ent ev�dence that the null
hypothes�s �s false.

• The follow�ng example w�ll help clar�fy what �s meant by
the null hypothes�s and the alternate hypothes�s.

• A recent art�cle �nd�cated the mean age of U.S. commerc�al
a�rcraft �s 15 years.



• The follow�ng example w�ll help clar�fy what �s meant by
the null hypothes�s and the alternate hypothes�s.

• A recent art�cle �nd�cated the mean age of U.S. commerc�al
a�rcraft �s U = 15 years.

• H0: µ =15.
   H1: µ ≠15.

• The equal s�gn (=) w�ll never appear �n the alternate
hypothes�s. Why? Because the null hypothes�s �s the
statement be�ng tested, and we need a spec�f�c value to
�nclude �n our calculat�ons.

• We turn to the alternate hypothes�s only �f the data
suggests the null hypothes�s �s untrue.















Different between Assumption in above example and  Claim in
next Example

H
1

H0   : Fuel Efficiency ≤
30









A.  It starts w�th Null Hypothes�s, H0

     Represented by H0

1. We beg�n w�th the assumpt�on that H0 �s
true and any d�fference between the
sample stat�st�c and true populat�on
parameter �s due to chance and not a
real (systemat�c) d�fference.

2. S�m�lar to the not�on of “�nnocent unt�l
proven gu�lty”

3. That �s, “�nnocence” �s a null
hypothes�s.

4. Refers to the status quo, noth�ng new or
d�fferent.

5. Always conta�ns “=” , “≤” or “≥” s�gn
6. May or may not be rejected
7. Reject H 0 or fa�l to reject H 0

B. Next we state the Alternat�ve
Hypothes�s, H1

   Represented by Ha  or HA or  H1

1. Is the oppos�te of the null hypothes�s
1. e.g., The average number of TV

sets �n U.S. homes �s not equal to
3  ( H1: μ ≠ 3 )

2. Challenges the status quo
• Never conta�ns the “=” , “≤” or “≥”

s�gn but conta�ns “≠” , “<” or “>
4. May or may not be proven
5. Is generally the hypothes�s that the

researcher �s try�ng to prove.
Ev�dence �s always exam�ned w�th
respect to H1, never w�th respect to H0.

5- Must be true �f H0 �s false

6-  ‘oppos�te’ of Null







Statistical
hypothesis 

Statistical
Tests 

Level of S�gn�f�cance

Degree of
confidence







Step 2: Select a Level of S�gn�f�cance
• LEVEL OF SIGNIFICANCE The probab�l�ty of reject�ng the null hypothes�s when �t �s true.
• The level of s�gn�f�cance �s des�gnated α, the Greek letter alpha. It �s also somet�mes called the

level of r�sk.

• Th�s may be a more appropr�ate term because �t �s the r�sk you take of reject�ng the null
hypothes�s when �t �s really true.

• There �s no one level of s�gn�f�cance that �s appl�ed to all tests.
• A dec�s�on �s made to use the 0.05 level (often stated as the 5 percent level), the 0.01 level, the

0.10 level, or any other level between 0 and 1.
• Trad�t�onally, the 0.05 level �s selected for most research projects, 0.01 for qual�ty assurance,

and 0.10 for pol�t�cal poll�ng.
• You, the researcher, must dec�de on the level of s�gn�f�cance before formulat�ng a dec�s�on rule

and collect�ng sample data.
• Example: To �llustrate how �t �s poss�ble to reject a true hypothes�s, suppose a f�rm

manufactur�ng personal computers uses a large number of pr�nted c�rcu�t boards.
• Suppl�ers b�d on the boards, and the one w�th the lowest b�d �s awarded a s�zable contract.
• Suppose the contract spec�f�es that the computer manufacturer’s qual�ty-assurance

department w�ll sample all �ncom�ng sh�pments of c�rcu�t boards.
• If more than 6 percent of the boards sampled are substandard, the sh�pment w�ll be rejected.
• The null hypothes�s �s that the �ncom�ng sh�pment of boards conta�ns 6 percent or less

substandard boards.
• The alternate hypothes�s �s that more than 6 percent of the boards are defect�ve.
• A sample of 50 c�rcu�t boards rece�ved July 21 from All�ed Electron�cs revealed that 4 boards,

or (4/50)*100=8 percent, were substandard.
• The sh�pment was rejected because �t exceeded the max�mum of 6 percent substandard pr�nted

c�rcu�t boards.
• If the sh�pment was actually substandard, then the dec�s�on to return the boards to the suppl�er

was correct.



• However, suppose the 4 substandard pr�nted c�rcu�t boards selected �n the sample of 50 were
the only substandard boards �n the sh�pment of 4,000 boards.

• Then only1/10 of 1 percent were defect�ve (4/4,000= .001).
• In that case, less than 6 percent of the ent�re sh�pment was substandard and reject�ng the

sh�pment was an error.
•  In terms of hypothes�s test�ng, we rejected the null hypothes�s that the sh�pment was not

substandard when we should have accepted the null hypothes�s.
• By reject�ng a true null hypothes�s, we comm�tted a Type I error. The probab�l�ty of comm�tt�ng

a
• Type I error �s α alpha.
• TYPE I ERROR Reject�ng the null hypothes�s, H0, when �t �s true.
• The probab�l�ty of comm�tt�ng another type of error, called a Type II error, �s des�gnated by the

Greek letter beta (β).
• TYPE II ERROR Accept�ng the null hypothes�s when �t �s false.
• The f�rm manufactur�ng personal computers would comm�t a Type II error �f, unknown to the

manufacturer, an �ncom�ng sh�pment of pr�nted c�rcu�t boards from All�ed Electron�cs
conta�ned 15 percent substandard boards, yet the sh�pment was accepted. How could th�s
happen? Suppose 2 of the 50 boards �n the sample ((2/50)*100 = 4 percent) tested were
substandard, and 48 of the 50 were good boards.

• Accord�ng to the stated procedure, because the sample conta�ned less than 6 percent
substandard boards, the sh�pment was accepted. It could be that by chance the 48 good
boards selected �n the sample were the only acceptable ones �n the ent�re sh�pment cons�st�ng
of thousands of boards!





H0 :  الرجل غير
حامل

H1 :  الرجل
حامل

H0 :  السيدة غير
حامل

H1 :  السيدة
حامل









طبق ذلك على مثال الكمبيوتر
السابق

مستوى الدلالة وقوة الاختبار الإحصائي.
على الباحث أن يراعي عند اختياره لمستوى دلالة معين، طبيعة الدراسة، وفيم تستخدم نتائجها. فإذا كانت الدراسة من

النوع الذي يؤدي فيه رفض الفرض الصفري إلى مخاطر، أو إنفاق أموال، أو هدر للوقت والجهد، فإنه يتبغي الحذر من
 أوα = 0.01هذا النوع من الخطأ بأن يُضحي الباحث إلى حد ما بقوة الاختبار من أجل تقليل هذا الخطأ، كأن يجعل 

. أما إذا كانت الدراسة استطلاعية أو كشفية يحاول فيها الباحث التحقق مما إذا كانت هناك حاجة إلى مزيد0.001ربما 
من الدراسات حول الظاهرة أو المشكلة، فإن قوة الاختبار في هذه الحالة تُعد أمرًا مهمًا، بينما يكون الخطأ من النوع

الأول أقل أهمية، وهنا ربما يحاول الباحث زيادة قوة الاختبار، على الرغم من أن ذلك يؤدي إلى زيادة الخطأ من النوع
.0.20 أو ربما α = 0.10الأول، بأن يختار 

المرجع
.117). الأساليب الإحصائية الاستدلالية البارامترية واللابارامترية. ص2005صلاح الدين علام (



Example of Bottle
water



Corona
virus





The actual mean VS the
hypothesized mean.

 % حيث انه8طبق على هذا الرسم لفهمه المثال السابق الذى يشرح رفض الكمبيوتر لانة اكثر من 
هنا اختار

H0عينة نتيجة الصدفة متوسط المجمتع لايقع داخل حدود الثقة وبالتالى                 تم رفض 





What we are really
asking





Step 3: Select the Test Stat�st�c
• There are many test stat�st�cs. In th�s chapter, we use both z and t as

the test stat�st�c. In later, we w�ll use such test stat�st�cs as F and ch�-
square.

• TEST STATISTIC A value, determ�ned from sample �nformat�on, used
to determ�ne whether to reject the null hypothes�s.





















• Step 4: Formulate the Dec�s�on Rule
• A dec�s�on rule �s a statement of the spec�f�c cond�t�ons under wh�ch the null

hypothes�s �s rejected and the cond�t�ons under wh�ch �t �s not rejected. The reg�on or
area of reject�on def�nes the locat�on of all those values that are so large or so small
that the probab�l�ty of the�r occurrence under a true null hypothes�s �s rather remote.

• Chart shows portrays the reject�on reg�on for a test of s�gn�f�cance that w�ll be
conducted later .

• Note �n the chart that:
• The area where the null hypothes�s �s not rejected �s to the left of 1.65. We w�ll expla�n

how to get the 1.65 value shortly.
•  The area of reject�on �s to the r�ght of 1.65.
• A one-ta�led test �s be�ng appl�ed. (w�ll expla�ned later.)
•  The 0.05 level of s�gn�f�cance was chosen.
• The sampl�ng d�str�but�on of the stat�st�c z follows the normal probab�l�ty d�str�but�on.
• The value 1.65 separates the reg�ons where the null hypothes�s �s rejected and where �t

�s not rejected.
•  The value 1.65 �s the cr�t�cal value.

CRITICAL VALUE The d�v�d�ng po�nt between the reg�on where
the null hypothes�s �s rejected and the reg�on where �t �s not
rejected.











Step 5: Make a Dec�s�on
• The f�fth and f�nal step �n hypothes�s test�ng �s comput�ng the test stat�st�c, compar�ng �t to the

cr�t�cal value, and mak�ng a dec�s�on to reject or not to reject the null hypothes�s.
• Above Chart, �f, based on sample �nformat�on, z �s computed to
be 2.34, the null hypothes�s �s rejected at the 0.05 level of s�gn�f�cance.
• The dec�s�on to reject H0 was made because 2.34 l�es �n the reg�on
of reject�on, that �s, beyond 1.65.
• We would reject the null hypothes�s, reason�ng that �t �s h�ghly
�mprobable that a computed z value th�s large �s due to
sampl�ng error (chance).
• Had the computed value been 1.65 or less, say 0.71, the null hypothes�s would not be rejected.
•  It would be reasoned that such a small computed value could be attr�buted to chance, that �s,

sampl�ng error.
• As noted, only one of two dec�s�ons �s poss�ble �n hypothes�s test�ng—e�ther accept or reject

the null hypothes�s. Instead of “accept�ng” the null hypothes�s, H0, some researchers prefer to
phrase the dec�s�on as: “Do not reject H0,” “We fa�l to reject H0 ,” or “The sample results do
not allow us to reject H0.”

• It should be reemphas�zed that there �s always a poss�b�l�ty that the null hypothes�s �s rejected
when �t should not be rejected (a Type I error). Also, there �s a def�nable

chance that the null hypothes�s �s accepted when �t should be rejected (a Type II error).
Two-Ta�led Tests of S�gn�f�cance One-

Ta�led
One-
Ta�led











Directional Tests
• When a research study pred�cts a spec�f�c d�rect�on for the treatment effect (�ncrease or

decrease), �t �s poss�ble to �ncorporate the d�rect�onal pred�ct�on �nto the hypothes�s test.

• The result �s called a d�rect�onal test or a one-ta�led test.  A d�rect�onal test �ncludes the
d�rect�onal pred�ct�on �n the statement of the hypotheses and �n the locat�on of the
cr�t�cal reg�on.

• For example, �f the or�g�nal populat�on has a mean of μ = 80 and the treatment �s
pred�cted to �ncrease the scores, then the null hypothes�s would state that after
treatment:

H0:  μ < 80   (there �s no �ncrease)
• In th�s case, the ent�re cr�t�cal reg�on would be located �n the r�ght-hand ta�l of the

d�str�but�on because large values for M would demonstrate that there �s an �ncrease and
would tend to reject the null hypothes�s.

Cr�t�cal Reg�on :
   �s the set of all values of the test stat�st�c that would cause a reject�on of the null

hypothes�s



Cr�t�cal Value:
    �s the value (s) that separates the cr�t�cal reg�on from the values that would not lead  to a

reject�on of H 0



Two-tailed, Left-tailed, Right-tailed Tests

Left-tailedRight-tailed



When do we use a two-tail test?
when do we use a one-tail test?

• The answer depends on the quest�on you are try�ng to answer.
• A two-ta�l �s used when the researcher has no �dea wh�ch d�rect�on the study w�ll go,

�nterested �n both d�rect�on.  (example: test�ng a new techn�que, a new product, a new theory
and we don’t know the d�rect�on)

• A new mach�ne �s produc�ng 12 flu�d once can of soft dr�nk.
• The qual�ty control manager �s concern w�th cans conta�n�ng
 too much or too l�ttle. Then, the test �s a two-ta�led test.
• That �s the two reject�on reg�ons �n ta�ls �s most l�kely
(h�gher probab�l�ty) to prov�de ev�dence of H1.

• One-ta�l test �s used when the researcher �s �nterested �n the d�rect�on.
• Example:  The soft-dr�nk company puts a label on cans cla�m�ng they conta�n 12 oz.  A

consumer advocate des�res to test th�s statement.  She would assume that each can conta�ns
at least 12 oz and tr�es to f�nd ev�dence to the contrary.  That �s, she exam�nes the ev�dence for
less than 12 0z.

• What ta�l of the d�str�but�on �s the most log�cal (h�gher probab�l�ty) to f�nd that ev�dence?  The
only way to reject the cla�m �s to get ev�dence of less than 12 oz, left ta�l.



Testing for a Population Mean: Known Population Standard Deviation : A Two-Tailed
Test
Example: Jamestown Steel Company manufactures and assembles desks and other off�ce
equ�pment at several plants �n western New York state. The weekly product�on of the Model A325
desk at the Fredon�a Plant follows a normal probab�l�ty d�str�but�on w�th a mean of 200 and a
standard dev�at�on of 16. Recently, because of market expans�on, new product�on methods have
been �ntroduced and new employees h�red. The v�ce pres�dent of manufactur�ng would l�ke to
�nvest�gate whether there has been a change �n the weekly product�on of the Model A325 desk. Is
the mean number of desks produced at the Fredon�a Plant d�fferent from 200 at the
0.01 s�gn�f�cance level?
• In th�s example, we know two �mportant p�eces of �nformat�on:
(1) the populat�on of weekly product�on follows the normal d�str�but�on, and
(2) the standard dev�at�on of th�s normal d�str�but�on �s 16 desks per week. So �t �s appropr�ate to
use the z stat�st�c for th�s problem. We use the stat�st�cal hypothes�s test�ng procedure to
�nvest�gate whether the product�on rate has changed from 200 per week.
Step 1: State the null hypothes�s and the alternate hypothes�s.
Th�s �s a two-ta�led test because the alternate hypothes�s does not state
a d�rect�on. In other words, �t does not state whether the mean product�on �s greater than 200 or
less than 200. The v�ce pres�dent wants only to f�nd out whether the product�on rate �s d�fferent
from 200.
Step 2: Select the level of s�gn�f�cance. As we �nd�cated �n the Problem, the s�gn�f�cance level �s
0.01. Th�s �s α, the probab�l�ty of comm�tt�ng a Type I error, and �t �s the probab�l�ty of reject�ng a
true null hypothes�s.
Step 3: Select the test stat�st�c. The test stat�st�c �s z when the populat�on standard dev�at�on �s
known. Transform�ng the product�on data to standard un�ts (z values) perm�ts the�r use not only
�n th�s problem but also �n other hypothes�s-test�ng problems. Formula (10–1) for z �s repeated
below w�th the var�ous letters �dent�f�ed.



Step 4: Formulate the dec�s�on rule. The dec�s�on rule �s formulated by f�nd�ng the cr�t�cal values
of z from Append�x B.1. S�nce th�s �s a two-ta�led test, half of 0.01, or (0.01/2) 0.005, �s placed �n
each ta�l. The area where H0 �s not rejected, located between the two ta�ls, �s therefore 0.99.
Append�x B.1 �s based on half of the area under the curve, or 0.5000.
Then, 0.5000 – 0.005  �s 0.4950, so 0.4950 �s the area between 0 and the cr�t�cal value.
Locate 0.4950 �n the body of the table.
The value nearest to 0.4950 �s 0.4951.
 Then read the cr�t�cal value �n the row
and column correspond�ng to 0.4951.
It �s 2.58. For your conven�ence, Append�x B.1,
Areas under the Normal Curve.
The dec�s�on rule �s, therefore:
Reject the null hypothes�s and accept
the alternate hypothes�s (wh�ch states
 that the populat�on mean �s not 200)
�f the computed value of z �s not between
-2.58 and +2.58. Do not
reject the null hypothes�s �f z falls between -2.58 and +2.58.
Step 5: Make a dec�s�on and �nterpret the result. Take a sample from the populat�on (weekly
product�on), compute z, apply the dec�s�on rule, and arr�ve at a dec�s�on to reject H0
or not to reject H0
. The mean number of desks produced last year
 (50 weeks, because the plant was shut down
2 weeks for vacat�on) �s 203.5. The standard dev�at�on
of the populat�on �s 16 desks per week. Comput�ng  the z value from formula (10–1): Because 1.55 does
not fall  �n the reject�on reg�on, H0 �s not rejected. We conclude that the populat�on mean �s not d�fferent
from 200. So we would report to the v�ce pres�dent of manufactur�ng that the sample ev�dence does not
show that the product�on rate at the Fredon�a Plant has changed from
200 per week. The d�fference of 3.5 un�ts between the h�stor�cal weekly product�on rate and that last year
can reasonably be attr�buted to sampl�ng error. Th�s �nformat�on �s summar�zed �n the follow�ng chart.

Dec�s�on Rule for the .01 S�gn�f�cance Level





• D�d we prove that the assembly rate �s st�ll 200 per week?
 Not really. What we d�d, techn�cally, was fa�l to d�sprove
the null hypothes�s. Fa�l�ng to d�sprove the hypothes�s that
the populat�on mean �s 200 �s not the same th�ng as prov�ng
�t to be true. As we suggested �n the chapter �ntroduct�on,
the conclus�on �s analogous to the Amer�can jud�c�al system.
•  To expla�n, suppose a person �s accused of a cr�me but
�s acqu�tted by a jury. If a person �s acqu�tted of a cr�me,
the conclus�on �s that there was not enough ev�dence to
prove the person gu�lty. The tr�al d�d not prove that the �nd�v�dual was �nnocent, only that there was not
enough ev�dence to prove the defendant gu�lty. That �s what we do �n stat�st�cal hypothes�s test�ng when
we do not reject the null hypothes�s. The correct �nterpretat�on �s that we have fa�led to d�sprove the null
hypothes�s.
•  We selected the s�gn�f�cance level, 0.01 �n th�s case, before sett�ng up the dec�s�on rule and sampl�ng

the populat�on. Th�s �s the appropr�ate strategy. The s�gn�f�cance level should be set by the
�nvest�gator, but �t should be determ�ned before gather�ng the sample ev�dence and not changed
based on the sample ev�dence.

• How does the hypothes�s test�ng procedure just descr�bed compare w�th that of conf�dence �ntervals
d�scussed �n the prev�ous chapter? When we conducted the test of hypothes�s regard�ng the
product�on of desks, we changed the un�ts from desks per week to a z value. Then we compared the
computed value of the test stat�st�c (1.55) to that of the cr�t�cal values (-2.58 and 2.58). Because the

computed value was �n the reg�on where the null hypothes�s was not rejected, we concluded that the
populat�on mean could be 200. To use the conf�dence �nterval approach, on the other hand, we would
develop a conf�dence �nterval, based. The �nterval would be from 197.66 to 209.34, found by
                                        Note that the proposed populat�on value, 200, �s w�th�n th�s �nterval. Hence, we
would conclude that the populat�on mean could reasonably be 200.
• In general, H0 �s rejected �f the conf�dence �nterval does not �nclude the hypothes�zed value.
• If the conf�dence �nterval �ncludes the hypothes�zed value, then H0 �s not rejected. So the “do not

reject reg�on” for a test of hypothes�s �s equ�valent to the proposed populat�on value occurr�ng �n the
conf�dence �nterval. The pr�mary d�fference between a conf�dence �nterval and the “do not reject”
reg�on for a hypothes�s test �s whether the �nterval �s centered around the sample stat�st�c, such as  ,
as �n the conf�dence �nterval, or around 0, as �n the test of hypothes�s.



اتخاذ قرار المعنوية من حدود الثقة بطريقتين•

• How does the hypothesis testing procedure just described compare with that of
confidence intervals discussed in the previous chapter? When we conducted the
test of hypothesis regarding the production of desks, we changed the units from
desks per week to a z value. Then we compared the computed value of the test
statistic (1.55) to that of the critical values (-2.58 and 2.58). Because the

computed value was in the region where the null hypothesis was not rejected, we
concluded that the population mean could be 200. To use the confidence interval
approach, on the other hand, we would develop a confidence interval, based. The
interval would be from 197.66 to 209.34, found by
                                        Note that the proposed population value, 200, is within this
interval. Hence, we would conclude that the population mean could reasonably be 200.
• In general, H0 is rejected if the confidence interval does not include the

hypothesized value.
Diff ± Z* SE
 Diff ±
(203.5 – 200 ) ± 2.58*2.26

وبناءا على ھذا یمكن اخذ القرار من حدود الثقة المذكورة فى الجدول السابق والتى تمثل حدود الثقة للفرق
 فاذا كان الصفر یقع داخل ھذة الحدودx-  µ ≥ -2.33  ≤9.33بین متوسط المجتمع الحقیقى ومتوسط العینة المقدرة   

فاننا نقبل النظریة الفرضیة واذا لم یقع فاننا نرفض النظریة الفرضیة وحیث ان الصفر یقع لذا تم قبول النظریة الفرضیة
اى قبول الفرض العدمى  وھى نفس النتیجة التى تحصلنا علیھا من حدود الثقة العادیة

OR µ -200 = zero
      µ -200 ≠ zero

اخذ القرار من الفرق بين متوسط العينة ومتوسط المجتمع وهذا مايتم فى
SPSSالبرنامج 



A One-Tailed
Test

For the one-ta�led test,
the cr�t�cal value �s
2.33, found by:

(1) subtract�ng 0.01
from 0.5000 and

(2) (2) f�nd�ng the z
value
correspond�ng to
0.4900.

Z= (206 – 200)/(16/sqr(50)) =
2.65

 مع بقاء نفس البيانات206مع فرض ان المتوسط 
كما هى

2.65 هى Zسوف تكون قيمة 

 سوفTwo tailوعلى هذا اذا كان الاختبار •
2.58 اقل من 2.65لان  H0تقبل 

ترفض سوف One tailاما اذا كان الاختبار •
H0لان 

2.33 اكبر 2.65 













Z= (206 – 200)/(16/sqr(50)) =
2.65

2.65 هى Z مع بقاء نفس البيانات كما هى سوف تكون قيمة 206مع فرض ان المتوسط 

2.58 اقل من 2.65لان  H0تقبل  سوف Two tailوعلى هذا اذا كان الاختبار •
2.33 اكبر 2.65 لان H0 ترفض سوف One tailاما اذا كان الاختبار •



اتخاذ قرار المعنوية من حدود الثقة بطريقتين•

• How does the hypothesis testing procedure just described compare with that of
confidence intervals discussed in the previous chapter? When we conducted the
test of hypothesis regarding the production of desks, we changed the units from
desks per week to a z value. Then we compared the computed value of the test
statistic (1.55) to that of the critical values (-2.58 and 2.58). Because the

computed value was in the region where the null hypothesis was not rejected, we
concluded that the population mean could be 200. To use the confidence interval
approach, on the other hand, we would develop a confidence interval, based. The
interval would be from 197.66 to 209.34, found by
                                        Note that the proposed population value, 200, is within this
interval. Hence, we would conclude that the population mean could reasonably be 200.
• In general, H0 is rejected if the confidence interval does not include the

hypothesized value.
Diff ± Z* SE
 Diff ±
(203.5 – 200 ) ± 2.58*2.26

وبناءا على ھذا یمكن اخذ القرار من حدود الثقة المذكورة فى الجدول السابق والتى تمثل حدود الثقة للفرق
 فاذا كان الصفر یقع داخل ھذة الحدودx-  µ ≥ -2.33  ≤9.33بین متوسط المجتمع الحقیقى ومتوسط العینة المقدرة   

فاننا نقبل النظریة الفرضیة واذا لم یقع فاننا نرفض النظریة الفرضیة وحیث ان الصفر لا یقع لذا تم قبول النظریة الفرضیة
اى قبول الفرض العدمى  وھى نفس النتیجة التى تحصلنا علیھا من حدود الثقة العادیة

OR µ -200 = zero
      µ -200 ≠ zero

اخذ القرار من الفرق بين متوسط العينة ومتوسط المجتمع وهذا مايتم فى
SPSSالبرنامج 



 (Sig.) or P-value ≤ 0.05     (Significant) or (دال احصائيا) or (Reject H0)

and 1% %5 ) عند معنوى ) (**)) او نجمتين %5معنوى عند ) (*)وعادة يعبر عن المعنوية بوضع نجمه 

 (Sig.) or P-value ˃ 0.05  (Not Significant) or (غير دال احصائيا) (Accept H0)

P-value لا يوجد فى المخرجات كلمة SPSSفى برنامج  
SPSS.التى توضع فى جدوال المخرجات  لبرنامج Sig  تكتب بدلا منها كلمة  P-valueولكن كلمة  

. لاخذ القرار الاحصائىP-value = Sigفى اى اختبار احصائى  

Normalityاختبار الاعتدالية ما عدا هذة القاعدة السابقة تنطبق على جميع الاختبارات الاحصائية •
 حيث نعكس القاعدة السابقةHomogeneity واختبار التجانس •

(Sig.) or P-value ≥ 0.05     (Normality)
(Sig.) or P-value ≥ 0.05     (Homogeneity)

P < 0.05 *
P < 0.01 **
P < 0.001





P-Value in Hypothesis Testing
• In testing a hypothesis, we compare the test statistic to a critical value. A

decision is made to either reject the null hypothesis or not to reject it. So,
for example, if the critical value is 1.96 and the computed value of the test
statistic is 2.19, the decision is to reject the null hypothesis.

• In recent years, spurred by the availability of computer software,
additional information is often reported on the strength of the rejection
or acceptance. That is, how confident are we in rejecting the null
hypothesis? This approach reports the probability (assuming that the null
hypothesis is true) of getting a value of the test statistic at least as
extreme as the value actually obtained.

• This process compares the probability, called the p-value, with the
significance level. If the p-value is smaller than the significance level, H0
is rejected. If it is larger than the significance level, H0 is not rejected.

• P-Value The probability of observing a sample value as extreme as, or
more extreme than, the value observed, given that the null hypothesis is
true.

• Determining the p-value not only results in a decision regarding H0 , but it
gives us additional insight into the strength of the decision. A very small p-
value, such as 0.0001, indicates that there is little likelihood the H0 is true.

•  On the other hand, a p-value of 0.2033 means that H0 is not rejected, and
there is little likelihood that it is false.



البى فاليو اللى مغلبانا
توضيح بتبسيط شبه مخل

علشان أختبر أى فرضية علمية بعمل تجربة
من التجربة بجمع داتا

بحلل الداتا باستخدام اختبار احصائي مناسب
نتيجة الاختبار بتعطينا في الغالب بي فاليو

وقيمة البي فاليو بنلاقيها منشورة فى الاوراق العلمية
ايه معنى هذا الرقم؟

نقدر نقول إن البي فاليو هى "احتمالية الصدفة" ، احتمالية ان العلاقة صدفة ، او احتمالية ان الاختلاف صدفة ، حسب البحث بتاعى
% ، وبالتالى1 ، معناها ان احتمالية ان الفرق بين المجموعتين مجرد صدفة هو 0.01بمعنى لو بقارن بين مجموعتين ولقيت ان البي فاليو 

هنستبعد ان الفرق ده صدفة ، وهنقول ان غالبا الفرق ده حقيقي
 ، معنى ده ان احتمالية0.02او لو عايز اشوف هل فيه علاقة بين حاجة معينة وحدوث مرض معين ، ولقينا البي فاليو بردو صغيرة ، مثلا 

% ، وبالتالى نقدر نسنتنتج ان فيه علاقة حقيقية ، مش مجرد صدفة وهكذا2كون العلاقة مجرد صدفة هى 
البي فاليو رقم ، بيتراوح بين الصفر والواحد

 معناها ان احتمالية الصدفة قليلة ، وبالتالى العلاقة غالبا حقيقية ،او الفرق غالبا حقيقي وبنقول0.05وباختصار لو لقينا الرقم ده اقل من 
بالانجليزى

There is statistically significant difference/association
كل لما الرقم بيقل ، كل ما كانت احتمالية الصدفة اقل ، وبالتالى كل لما كنا اكثر يقينا من وجود علاقة أو فرق (حسب البحث)

 هنقول ان احتمالية الصدفة مش قليلة ، وبالتالى ممكن الفرق او العلاقة دى تكون مجرد صدفة ، وبنقول0.05بينما لو الرقم أعلى من 
بالانجليزى

There is NO statistically significant difference/association
مثال توضيحى أخير :

، مجموعة أخذت اللقاح (الطعم)لو فرضنا انى عملت تجربة علمية علشان أشوف تأثير واحد من التطعيمات (اللقاحات) ، عندى مجموعتين 
0.04والأخرى لم تأخذه ، وقمنا بمقارنة نسبة حدوث المرض في المجموعتين وكانت النتيجة بي فاليو = 

% ، وبالتالي اقدر أقول إن غالبا الفارق ده حقيقي ، وإن الطعم أو4وده معناه ان احتمالية كون الفرق بين المجموعتين مجرد صدفة هي 
اللقاح فعلا ليه تأثير

0.4بينما لو كانت النتيجة بي فاليو = 
% ، وبالتالي اقدر أقول إن غالبا الفارق ده غير حقيقي ، وإن الطعم40فده معناه ان احتمالية كون الفرق بين المجموعتين مجرد صدفة هي 

أو اللقاح ليس له تأثير
كان هذا تبسيط شديد لمعنى البي فاليو اللى هى باختصار "احتمالية الصدفة"

null and alternative hypothesisملاحظة : الشرح الدقيق لمعنى البي فاليو يتطلب التطرق لموضوع 
للتبسيط محاولة ف إليه التطرق تجنب حاولنا الذى الأمر وهو



P < 0.05 *
P < 0.01 **
P < 0.001



https://www.scielo.br/pdf/bpsr/
v7n1/02.pdf



Regarding the discussion after Example 7.20 in Introduction to the Practice of Statistics,
3rd edition, by D. S. Moore and G. P. McCabe:Commenting on the P-value of 0.059
obtained in the example, Moore & McCabe say, "Sample size strongly influences the P-
value of a test. An effect that fails to be significant at a specified level alpha in a small
sample can be significant in a larger sample. In the light of the rather small samples in
Example 7.20, the evidence for some effect of calcium on blood pressure is rather good.
"
This reasoning is circular. Increasing the sample size will tend to result in a smaller P-
value only if the null hypothesis is false, which is the point at issue.
However, it is possible to justify using a larger alpha when the sample size is small by
considering the probabilities of both type I and type II errors. With a small sample, the
probability of a type II error with the standard alpha of 0.05 may be too high, and we
might wish to act in a way appropriate to when the null hypothesis is false even
though the P-value is greater than 0.05, because we are afraid of making such a type II
error. However, we would do this despite the fact that when the P-value is greater
than 0.05, we have less evidence that the null hypothesis is false than we would have if
we had obtained a smaller P-value with a larger sample, not because a P-value greater
than 0.05 with a small sample is somehow just as strong evidence against the null
hypothesis as a smaller P-value with a big sample.
The whole point of a P-value is to express the strength of evidence against the null
hypothesis in a uniform way that accounts for the sample size, the amount of noise in
measurements, and other aspects of the situation. There are other approaches to
expressing the strength of evidence, and one of these, the "Bayesian" approach, will in
some circumstances give results that vary with sample size in a way different from P-

https://www.cs.toronto.edu/~radford/mm-errata/errata-
pvalues.html



• How do we compute the p-value?
•  To �llustrate, we w�ll use the example �n wh�ch we tested the null hypothes�s

that the mean number of desks produced per week at Fredon�a was 200. We
d�d not reject the null hypothes�s, because the z value of 1.55 fell �n the reg�on
between -2.58 and 2.58.

•  We agreed not to reject the null hypothes�s �f the computed value of z fell �n
th�s reg�on.

• The probab�l�ty of f�nd�ng a z value of 1.55 or more �s 0.0606, found by
                   (0.5000 - 0.4394) = 0.0606 .
•  To put �t another way, the probab�l�ty of obta�n�ng an  greater than 203.5 �f

µ=200 �s 0.0606.
• To compute the p-value, we need to be concerned w�th the reg�on less than

-1.55 as well as the values greater than 1.55 (because the reject�on reg�on �s �n
both ta�ls).

• The two-ta�led p-value �s 0.1212, found by 2(0.0606).
• The p-value of 0.1212 �s greater than the s�gn�f�cance level of 0.01 dec�ded

upon �n�t�ally, so H0 �s not rejected.
• The deta�ls are shown �n the follow�ng graph. In general, the area �s doubled �n

a two-s�ded test.
• Then the p-value can eas�ly be compared w�th the s�gn�f�cance level. The same

dec�s�on rule �s used as �n the one-s�ded test.





A p-value �s a way to express the l�kel�hood that H0
�s false. But how do we �nterpret a p-value? We have
already sa�d that �f the p-value �s less than the
s�gn�f�cance level, then we reject H0 ; �f �t �s greater
than the s�gn�f�cance level, then we do not reject H0.
Also, �f the p-value �s very large, then �t �s l�kely that
H0 �s true. If the p-value �s small, then �t �s l�kely that
H0 �s not true. The follow�ng box w�ll help to �nterpret
p-values.

INTERPRETING THE WEIGHT OF EVIDENCE AGAINST H0
If the p-value �s less than
(a) 0.10, we have some ev�dence that H0 �s not true.
(b) 0.05, we have strong ev�dence that H0 �s not true.
(c) 0.01, we have very strong ev�dence that H0 �s not true.
(d) 0.001, we have extremely strong ev�dence that H0 �s not true.



p-valueمثال توضيحى أخير : على 
لو فرضنا انى عملت تجربة علمية علشان أشوف تأثير واحد من التطعيمات (اللقاحات) ، عندى مجموعتين ، مجموعة أخذت اللقاح (الطعم)

والأخرى لم تأخذه ، وقمنا بمقارنة نسبة حدوث المرض في المجموعتين وكانت النتيجة

 p-value= 0.04

، وبالتالي اقدر أقول إن غالبا الفارق ده حقيقي ، وإن الطعم أو %4المجموعتين مجرد صدفة هي وده معناه ان احتمالية كون الفرق بين 
اللقاح فعلا ليه تأثير

There is statistically significant difference/association (Reject H0)

% p-value= 4 بينما لو كانت النتيجة                                                    
، وبالتالي اقدر أقول إن غالبا الفارق ده غير حقيقي ، وإن %40المجموعتين مجرد صدفة هي فده معناه ان احتمالية كون الفرق بين 

الطعم أو اللقاح ليس له تأثير
There is NO statistically significant difference/association (Fail to Reject H0 or Accept H0)



الفرق بين المجموعتين
%36مجرد صدفة هي 

كبير

لاحظ تساوى
حجم العينه
فى كل تجربه

ولكن100
الفرق فى

التجربه الاولى
 وفى10

70الثانيه 
رغم تساوى
حجم العينه
الا ان الفرق
كبير فى

الحاله الثانيه
-pلذا قيمه 

valueصغرت 







Sample size = 10 Sample size = 400

لاحظ عدم
تساوى حجم
العينه عينه
اولى حجمها

 وعينه10=
ثانيه حجمها

=400
فى كل تجربه

ولكن الفرق كان
واحد  فى

التجربه الاولى
 وفى0.2

 رغم0.2الثانيه 
عدم تساوى

حجم العينه الا
ان الفرق واحد
لذا فى حاله
زياده حجم

العينه كما فى
الحاله الثانيه

-pفان قيمه 
valueصغرت 

عنو ق والف

Diff = 240-160
=80=80/400=0.2Diff = 6- 4 =2 = 2/10 =0.2
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Summary:
• In the process of hypothesis testing, the null

hypothesis initially is assumed to be true
• Data are gathered and examined to determine

whether the evidence is strong enough with
respect to the alternative hypothesis to reject the
assumption.

• In another words, the burden is placed on the
researcher to show, using sample information,
that the null hypothesis is false.

• If the sample information is sufficient enough in
favor of the alternative hypothesis, then the null
hypothesis is rejected. This is the same as saying
if the persecutor has enough evidence of guilt,
the “innocence is rejected.

• Of course, erroneous conclusions are possible,
type I and type II errors.



▪ Type I and Type II errors cannot happen at the
same time

1.  Type I error can only occur if H0 is true

2.  Type II error can only occur if H0 is false

3. There is a tradeoff between type I and II
errors.  If the probability of type I error ( α )
increased, then the probability of type II
error ( β ) declines.

4. When the difference between the
hypothesized parameter and the actual true
value is small, the probability of type two
error (the non-rejection region) is larger.

5. Increasing the sample size, n, for a given
level of α, reduces β



Important Notes:

It would be wonderful �f we could force both α and β to equal zero.  Unfortunately, these
quant�t�es have an �nverse relat�onsh�p.  As α �ncreases, β decreases and v�ce versa

The only way to decrease both α and β �s to �ncrease the sample s�ze.  To make both
quant�t�es equal zero, the sample s�ze would have to be �nf�n�te—you would have to
sample the ent�re populat�on.
H0 must always conta�n equal�ty; however some    cla�ms are not stated us�ng equal�ty.
Therefore somet�mes the cla�m and H0 w�ll not be the same.
Ideally all cla�ms should be stated that they are Null  Hypothes�s so that the most ser�ous
error would be  a Type I error.



Controlling Type I and Type II
Errors

❖ α,  ß, and n are related

❖ when two of the three are chosen, the third is
determined

❖ α and n are usually chosen

❖ try to use the largest α you can tolerate

❖ if Type I error is serious, select a smaller α value
and a larger n value



P-Value Approach

P-value=Max. Probab�l�ty of (Type I Error), calculated from the sample.
The p-value approach

       {�ts presented by ( S�g) �n SPSS}

 (wh�ch �s generally used w�th a computer and stat�st�cal software):
Increase the “Reject�on Reg�on” unt�l �t “captures” the sample mean.

The P-value answer the quest�on:
 What �s the probab�l�ty of the observed test stat�st�c or one more extreme when H0 �s true?
Th�s corresponds to the area under curve �n the ta�l of the Standard Normal d�str�but�on
beyond the zstat.
Convert z stat�st�cs to P-value :

For Ha: μ > μ0 ⇒ P = Pr(Z > zstat) = r�ght-ta�l beyond zstat
For Ha: μ < μ0 ⇒ P = Pr(Z < zstat) = left ta�l beyond zstat
For Ha: μ ¹ μ0 ⇒ P = 2 × one-ta�led P-value

Use Table of Z or software to f�nd these probab�l�t�es (next two sl�des).



One-sided P-value for zstat of
0.6



One-sided P-value for zstat of
3.0



Two-Sided P-Value
• One-sided Ha ⇒

area under
curve in tail
beyond zstat

• Two-sided Ha ⇒
consider
potential
deviations in
both directions
⇒ double the
one-sided P-

Examples: If one-s�ded P
= 0.0010, then two-s�ded
P = 2 × 0.0010 = 0.0020.
If one-s�ded P = 0.2743,
then two-s�ded P = 2 ×
0.2743 = 0.5486.



Interpretation
• P-value answer the question:
• What is the probability of the observed

test statistic … when H0 is true?
• Thus, smaller and smaller P-values

provide stronger and stronger
evidence against  H0

• Small P-value ⇒ strong evidence
against  H0



Interpretation

Conventions*
P > 0.10 ⇒ non-significant evidence against H0

0.05 < P ≤ 0.10 ⇒ marginally significant
evidence

0.01 < P ≤ 0.05 ⇒ significant evidence against
H0

P ≤ 0.01 ⇒ highly significant evidence against
H0

Examples
P =.27 ⇒ non-significant evidence against H0

P = 01 ⇒ highly significant evidence against
* It �s unw�se to draw f�rm borders for “s�gn�f�cance”



Interpreting the p-value…
• The smaller the p-value, the more statistical
evidence exists             to support the alternative

hypothesis.
If the p-value is less than 1%, there is
overwhelming                       evidence that supports
the alternative hypothesis.
If the p-value is between 1% and 5%, there is a
strong evidence that supports the alternative
hypothesis.
If the p-value is between 5% and 10% there is a
weak evidence that supports the alternative
hypothesis.
If the p-value exceeds 10%, there is no evidence
that supports the alternative hypothesis.



Interpreting the p-value…
Overwhelming
Evidence
(Highly Significant)Strong

Evidence
(Significant)

Weak Evidence
(Not Significant)

No Evidence
(Not Significant)

0                            .01                            .05                     .10

p=.006
9



α-Level (Used in some
situations)

• Let α ≡ probability of erroneously rejecting H0

• Set α threshold (e.g., let α = .10, .05, or whatever)
• Reject H0 when P ≤ α
• Retain H0 when P > α
• Example: Set α = .10. Find P = 0.27 ⇒ retain H0

• Example: Set α = .01. Find P = .001 ⇒ reject H0



Concepts of Hypothesis Testing…
Consider mean demand for computers during
assembly lead time. Rather than estimate the mean
demand, our operations manager wants to know
whether the mean is different from 350 units. In
other words, someone is claiming that the mean
time is 350 units and we want to check this claim
out to see if it appears reasonable. We can rephrase
this request into a test of the hypothesis:

H0:    = 350
Thus, our research hypothesis becomes:

H1:    ≠ 350
Recall that the standard deviation [σ]was assumed
to be 75, the sample size [n] was 25, and the sample
mean [     ] was calculated to be 370.16



11.257

Concepts of Hypothesis
Testing…

For example, if we’re trying to decide
whether the mean is not equal to 350, a large
value of    (say, 600) would provide enough
evidence.

If     is close to 350 (say, 355) we could not say
that this provides a great deal of evidence to
infer that the population mean is different
than 350.



Concepts of Hypothesis
Testing

The testing procedure begins with the assumption that the
null hypothesis is true.

Thus, until we have further statistical evidence, we will
assume:

H0:     = 350   (assumed to be TRUE)
The next step will be to determine the sampling distribution
of the sample mean     assuming the true mean is 350.

is normal                    350

                                             75/SQRT(25) = 15



Is the Sample Mean in the Guts of the Sampling
Distribution??



11.260

Four ways to determine this: First
way

1. Unstandardized test statistic:     Is     in the guts of
the sampling distribution?  Depends on what
you define as the “guts” of the sampling
distribution.

• If we define the guts as the center 95% of the
distribution [this means α = 0.05], then the
critical values that define the guts will be 1.96
standard deviations of X-Bar on either side of the
mean of the sampling distribution [350], or

• UCV = 350 + 1.96*15 = 350 + 29.4 = 379.4
• LCV = 350 – 1.96*15 = 350 – 29.4 = 320.6
• OR by using Confidence interval
•         UCV = 370.16 + 1.96*15 = 370.16 + 29.4 = 399.56
• LCV = 370.16 – 1.96*15 = 370.16 – 29.4 = 340.76
• 350 is between 340 76 and 399 56 So Fail to reject null hypothesis



1. Unstandardized Test Statistic
Approach



Three ways to determine this: Second
way

2. Standardized test statistic:  Since we defined the
“guts” of the sampling distribution to be the center
95% [α = 0.05],

If the Z-Score for the sample mean     is greater
than 1.96, we know that     will be in the reject
region on the right side or

 If the Z-Score for the sample mean is less than
-1.97, we know that    will be in the reject region on
the left side.

Z = (     -      )/      = (370.16 – 350)/15 = 1.344

Is this Z-Score in the guts of the sampling



2. Standardized Test Statistic Approach



Three ways to determine this: Fourth way

by using Confidence interval of the different between (
((     -          )

        H0:    = 350
We can rewrite          - 350 = 0

UCI = (370.16 - 350) + 1.96*15 = 20.16 + 29.4 = 49.56
UCI = (370.16 - 350) - 1.96*15 = 20.16 - 29.4 = -9.24

Zero is between (49.56 and -9.24)
       So Fail to reject or Accept null hypothesis



Three ways to determine this: Third
way

3. The p-value approach (which is generally used with a
computer and statistical software): Increase the “Rejection
Region” until it “captures” the sample mean.

For this example, since     is to the right of the mean, calculate
 P(      > 370.16) = P(Z > 1.344) = 0.0901 = (0.5 – 0.4099)
Since this is a two tailed test, you must double this area for
the p-value.

p-value = 2*(0.0901) = 0.1802
Since we defined the guts as the center 95% [α = 0.05], the
reject region is the other 5%.  Since our sample mean,     , is
in the 18.02% region, it cannot be in our 5% rejection region
[α = 0.05].



Statistical Conclusions:

• Unstandardized Test Statistic:
• Since LCV (320.6) <      (370.16) < UCV (379.4),

we fail to reject the null hypothesis at a 5% level
of significance.

• LCV (Lower Critical Value)
• Standardized Test Statistic:
• Since -Zα/2(-1.96) < Z(1.344) < Zα/2 (1.96), we fail

to reject the null hypothesis at a 5% level of
significance.

• P-value:
• Since p-value (0.1802) > 0.05 [α], we fail to

reject the null hypothesis at a 5% level of
i ifi



• One sample test
(له ثلاثة صور)

• One sample t-test (Parametric -
Scale)

• Wilcoxon-signed rank test (Non-
Parametric)

• ( ordinal or scale but not normal)

• Chi-square (Non-Parametric,
N i l)
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وظائف علم
الاحصاء

Est�mat�o
n

Hypothes�s
Tests

Descr�pt�v
e

Pred�ct�o
n

Inferent�al



Dependent Variables (DV) and Independent Variables (IV).

Variable is a property that can take on many values in a situation
with multiple variables
Different between Dependent Variables (DV) and Independent
Variables (IV).

Dependent Variables (DV):  Also called Outcome, Response
Variable that may depend on other factors, Example exam scores
OR is any variable that is being measured

Independent Variables (IV):  IV also called Experimental, Predictor,
Casual, Manipulated, Explanatory
Variable that does not depend on other factors,
OR is any variable that is being manipulated
Example gender
Exam scores, as variable may change depending on the students
gender
But gender does not change depending on exam scores
So, Gender (Independent Variables (IV) while Score (Dependent

i ( )



• One Factor (or Independent Factor)
• Effect of ….. On……..

• IF we have One Factor before On
• Number of Groups (levels) one (1)                 one sample t-test  or z-test
• Number of Groups (levels) two (2)                 student t-test
                                                                              Independent t-test (unpaired or unrelated) or
(ANOVA)
                                                                             Dependent t-test (paired or related or
Matched)
• Number of Groups (levels)  > more than two                  ANOVA test
•                                                                                             Unpaired or unrelated NOVA
•                                                                                               Paired or related or Matched

ANOVA

If our data is Normal P-value
> 0.05
Will use Parametric tests

• Two factors
• Effect of … and .. On……..

• IF we have Two Factors before On
• Any Number of Groups (levels) in each factor and All levels in two factors

are Unrelated Or independents                  Two-Way ANOVA (Factorial
ANOVA)

• Any Number of Groups (levels) in each factor and All levels in one factor
is Unrelated (independent) and all levels in another factor are Dependent
Mixed ANOVA or Two-Way mixed ANOVA• > More than Two factors

• Effect of ……, …… and …..
On……..
M ANOVA

• Effect of …..
On……..

Univariate
Analysis Effect of  Factor (Independent Var.) On Dependent Var.

(measure)





Flow chart of commonly used statistical tests

Depende
nt Var.

Independent
Var.





Choose Stat�st�cal Test



Effect of ….. On…….
.



On
e

Choose Stat�st�cal Test 1 from 3

Or
measureme
nt variable

Or
Factor



Or
Factor

2 from
3



3 from
3



Choose appropriate statistical test

Comparison Parametric test Non-parametric test

 The distribution Normal Normal or not normal

Measure of central
tendency Mean Median

Data type  Interval- Ratio Nominal - Ordinal

One sample  One sample t-test Sign test

Two Independent
groups  Two sample t-test  Willcoxon-rank sum =

Mann-Whitney

One group before and
after  Paired sample t-test   Wilcoxon matched

pairs test

Greater than two
categories in one

independent group 
one way ANOVA   Kruskal-wallis test   

Greater than two
categories in two

independent groups 
Two way Anova  Friedman test 

Correlation  Pearson  Spearman













Normal�ty
Homogene�ty
Random�zat�on
Independence

dependent variable should be measured at the interval or ratio level (i.e., continuous) (scale in
SPSS).





شكل الفروض الاحصائیة فى حالة اختبار التجانس
Homogene�ty
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I- Normality tests
• Remember that
• your data do not have to be perfectly normally distributed.
•  The main thing is that
          - they are approximately normally distributed, and
          -  you check each category of the independent variable. (In our example, both
male and female data).
1- Numerical methods.
The Skewness & kurtosis z-values (In SPSS)
• Step 1: click on Analyze, select Descriptive Statistics and Explore.

Step 2: Set exam scores as the dependent variable, and gender as the independent
variable.
Step 3: Click on Plots, select "Histogram" (you do not need "Stem-and-leaf") and
select "Normality plots with tests" and click on Continue, then OK.

• Step 4. Start with skewness and kurtosis. The skewness and kurtosis measures
should be as close to zero as possible, in SPSS.

• In reality, however, data are often skewed and kurtotic. A small departure from
zero is therefore no problem, as long as the measures are not too large compare to
their standard errors.

•  As a consequence, you must divide the measure by its standard error, and you
need to do this by hand, using a calculator.

• This will give you the z-value, which, as I said, should be somewhere within -1.96 to
+1.96. Let us start with the males in our example.

• To calculate the skewness z-value, divide the skewness measure by its standard
error.

•  If all z-values are within ±1.96. We can conclude that the exam score data are a
little skewed and kurtotic, for both males and females, but they do not differ
significantly from normality.



Step 5. Check the Shapiro-Wilk and Kolmogorov- Smirnov tests statistic.
•  The null hypothesis for this test of normality is that the data are normally

distributed.
• The null hypothesis is rejected if the p-value is below 0.05.
• In SPSS output, the p-value is labeled "Sig".
• In our example, the p-values for males and females are above 0.05, so we keep

the null hypothesis.
• The Shapiro-Wilk test thus indicates that our example data are

approximately normally distributed.

• Test of Normality By Shapiro Test
• (Sig.) or P-value ≥ 0.05     (Normality)

Graphical Methods

• Step 6. Next, let us look at the graphical figures, for both male and
female data.

• Inspect the histograms visually. They should have the approximate
shape of a normal curve.

• Then, look at the normal Q-Q plot. The dots should be approximately
distributed along the line.

• This indicates that the data are approximately normally distributed.
Skip the Detrended Q-Q plots. You do not need them.

• Finally, look at the box plots and histogram. They should be
approximately symmetrical.



Reporting Normality and
Homogeneity test• About writing out the results:

• I would put it under the sub-heading
• "Sample characteristics“

• Results
• A Shapiro-Wilk ‘s test (P=0.083 and 0.803 > 0.05) for both males and

females respectively (Shapiro-Wilks 1965; Razali and Wahi 2011) and a
visual inspection of their histogram, normal Q-Q plots, P-P plots and box-
plots showed that the exam scores were approximately normally
distributed for both males and females with a skewness of 0.175
(SE=0.687) and a kurtosis of -1.144 (standard error SE=1.334) for Female
and a skewness of -1.037 (SE=0.687) and a kurtosis of - 0.03 (SE=1.334) for
males ( Cramer, 1998; Howih,2004 and Doane, 2011).

• A Levene ‘s test verified the equality of variances in the samples
(homogeneity of variance) (P > 0.05) (Martin and Bridgmou,2012)
4- Assumption of scale of Measurement
The dependent variable must be on a

continuous scale (interval or ratio)





Cl�ck Plots then Choose
Normal�ty then Cl�ck Cont�nue

Then Cl�ck
OK

Cl�ck Stat�st�cs then Choose
then Cl�ck Cont�nue

• (Sig.) or P-value ≥ 0.05
(Normality)





Reporting Normality and
Homogeneity test• About writing out the results:

• I would put it under the sub-heading
• "Sample characteristics“

• Results
• A Shapiro-Wilk ‘s test (P=0.083 and 0.803 > 0.05) for both males

and females respectively (Shapiro-Wilks 1965; Razali and Wahi
2011) and a visual inspection of their histogram, normal Q-Q plots,
P-P plots and box-plots showed that the exam scores were
approximately normally distributed for both males and females
with a skewness of 0.175 (SE=0.687) and a kurtosis of -1.144
(standard error SE=1.334) for Female and a skewness of -1.037
(SE=0.687) and a kurtosis of - 0.03 (SE=1.334) for males ( Cramer,
1998; Howih,2004 and Doane, 2011).

• A Levene ‘s test verified the equality of variances in the samples
(homogeneity of variance) (P > 0.05) (Martin and Bridgmou,2012)

•

 Shapiro, S.S. and Wilk, M.B. (1965). An Analysis of Variance Test for Normality
(Complete Samples). Biometrika, Vol. 52, No. 3/4, pp. 591-611.

• Razali, Nornadiah; Wah, Yap Bee (2011). "Power comparisons of Shapiro–Wilk,
Kolmogorov–Smirnov, Lilliefors and Anderson–Darling tests". Journal of Statistical
Modeling and Analytics 2 (1): 21–33



All Types of Tests







http://courses.
csusm.edu/
resources/spss/



Single Population Mean

• When σ is known, not likely in most cases, conduct the z-test
• When σ is not known, conduct the t-test
• What if N is large (large sample)? The z-test and t-test produce almost the same

result. Therefore, t-test is more useful and practical.
• Most software packages support the t-test with p-values reported.

Requirements for Testing Claims About a
Population Mean (with σ Known)

 1)  The sample is a simple random sample.

 2)  The value of the population
standard deviation σ is known.

  3)  Either or both of these conditions is
satisfied: The population is normally
distributed or n > 30.



Single Population mean T-test
Th�s sect�on presents methods for test�ng a cla�m about a populat�on mean when
we do not know the value of σ.  The methods of th�s sect�on use the Student t
d�str�but�on �ntroduced earl�er.

Type of the T-test
One-sample t-test compares one sample mean w�th a
hypothes�zed value
Pa�red sample t-test (dependent sample) compares the
means of two dependent var�ables
Independent sample t-test compares the means of two
�ndependent var�ables

Equal var�ance
Unequal var�ance

Requ�rements for Test�ng Cla�ms About a Populat�on
Mean (w�th σ Not Known)

)  The sample �s a s�mple random sample.
2)  The value of the populat�on standard dev�at�on σ �s not known.
3)  E�ther or both of these cond�t�ons �s sat�sf�ed: The populat�on �s normally
d�str�buted or  n > 30.



Select�ng the
Proper test
Stat�st�c for
mean of
populat�on mue
(ᵤ) or one
sample test



one-sample t-test
• The one-sample t-test is used  to determine whether a sample

comes from a population with a specific mean.
• This population mean is not always known, but is sometimes

hypothesized.
• For example, you want to show that a new teaching method for

pupils struggling to learn English grammar can improve their
grammar skills to the national average.

• Your sample would be pupils who received the new teaching
method and your population mean would be the national
average score.

• Alternately, you believe that doctors that work in Accident and
Emergency (A & E) departments work 100 hour per week
despite the dangers (e.g., tiredness) of working such long hours.
You sample 1000 doctors in A & E departments and see if their
hours differ from 100 hours.



• There is a five-step procedure that systematizes hypothesis testing;
• when we get to step 5, we are ready to reject or not reject the

hypothesis.
Hypothes�s Test�ng
Procedures





2.5
%

2.5
%

Just about 2Reject  null hypothes�s





The test stat�st�c �s:

σ
Unknown

σ
knownThe test statistic

is:

Test of Hypothesis for the One
sample Mean



Testing for a Population Mean: Known Population Standard Deviation : A Two-Tailed
Test
Example: Jamestown Steel Company manufactures and assembles desks and other office
equipment at several plants in western New York state. The weekly production of the Model
A325 desk at the Fredonia Plant follows a normal probability distribution with a mean of
200 and a standard deviation of 16. Recently, because of market expansion, new production
methods have been introduced and new employees hired. The vice president of
manufacturing would like to investigate whether there has been a change in the weekly
production of the Model A325 desk. Is the mean number of desks produced at the Fredonia
Plant different from 200 at the
0.01 significance level?
• In this example, we know two important pieces of information:
(1) the population of weekly production follows the normal distribution, and
(2) the standard deviation of this normal distribution is 16 desks per week. So it is
appropriate to use the z statistic for this problem. We use the statistical hypothesis testing
procedure to investigate whether the production rate has changed from 200 per week.
Step 1: State the null hypothesis and the alternate hypothesis.
This is a two-tailed test because the alternate hypothesis does not state
a direction. In other words, it does not state whether the mean production is greater than
200 or less than 200. The vice president wants only to find out whether the production rate
is different from 200.
Step 2: Select the level of significance. As we indicated in the Problem, the significance level
is 0.01. This is α, the probability of committing a Type I error, and it is the probability of
rejecting a true null hypothesis.
Step 3: Select the test statistic. The test statistic is z when the population standard deviation
is known. Transforming the production data to standard units (z values) permits their use
not only in this problem but also in other hypothesis-testing problems. Formula (10–1) for z
is repeated below with the various letters identified.



Step 4: Formulate the decision rule. The decision rule is formulated by finding the critical
values of z from Appendix B.1. Since this is a two-tailed test, half of 0.01, or (0.01/2) 0.005, is
placed in each tail. The area where H0 is not rejected, located between the two tails, is
therefore 0.99. Appendix B.1 is based on half of the area under the curve, or 0.5000.
Then, 0.5000 – 0.005  is 0.4950, so 0.4950 is the area between 0 and the critical value.
Locate 0.4950 in the body of the table.
The value nearest to 0.4950 is 0.4951.
 Then read the critical value in the row
and column corresponding to 0.4951.
It is 2.58. For your convenience, Appendix B.1,
Areas under the Normal Curve.
The decision rule is, therefore:
Reject the null hypothesis and accept
the alternate hypothesis (which states
 that the population mean is not 200)
if the computed value of z is not between
-2.58 and +2.58. Do not
reject the null hypothesis if z falls between -2.58 and +2.58.
Step 5: Make a decision and interpret the result. Take a sample from the population (weekly
production), compute z, apply the decision rule, and arrive at a decision to reject H0
or not to reject H0
. The mean number of desks produced last year
 (50 weeks, because the plant was shut down
2 weeks for vacation) is 203.5. The standard deviation
of the population is 16 desks per week. Computing  the z value from formula (10–1): Because 1.55
does not fall  in the rejection region, H0 is not rejected. We conclude that the population mean is
not different from 200. So we would report to the vice president of manufacturing that the sample
evidence does not show that the production rate at the Fredonia Plant has changed from 200 per
week.
The difference of 3.5 units between the historical weekly production rate and that last year can
reasonably be attributed to sampling error. This information is summarized in the following chart.

Decision Rule for the .01 Significance
Level



• Did we prove that the assembly rate is still 200 per week?
 Not really. What we did, technically, was fail to disprove
the null hypothesis. Failing to disprove the hypothesis that
the population mean is 200 is not the same thing as proving
it to be true. As we suggested in the chapter introduction,
the conclusion is analogous to the American judicial system.
•  To explain, suppose a person is accused of a crime but
is acquitted by a jury. If a person is acquitted of a crime,
the conclusion is that there was not enough evidence to
prove the person guilty. The trial did not prove that the individual was innocent, only that there
was not enough evidence to prove the defendant guilty. That is what we do in statistical hypothesis
testing when we do not reject the null hypothesis. The correct interpretation is that we have failed
to disprove the null hypothesis.
•  We selected the significance level, 0.01 in this case, before setting up the decision rule and

sampling the population. This is the appropriate strategy. The significance level should be set
by the investigator, but it should be determined before gathering the sample evidence and not
changed based on the sample evidence.

• How does the hypothesis testing procedure just described compare with that of confidence
intervals discussed in the previous chapter? When we conducted the test of hypothesis
regarding the production of desks, we changed the units from desks per week to a z value. Then
we compared the computed value of the test statistic (1.55) to that of the critical values (-2.58
and 2.58). Because the

computed value was in the region where the null hypothesis was not rejected, we concluded that
the population mean could be 200. To use the confidence interval approach, on the other hand, we
would develop a confidence interval, based. The interval would be from 197.66 to 209.34, found by
                                        Note that the proposed population value, 200, is within this interval. Hence,
we would conclude that the population mean could reasonably be 200.
• In general, H0 is rejected if the confidence interval does not include the hypothesized value.
• If the confidence interval includes the hypothesized value, then H0 is not rejected. So the “do

not reject region” for a test of hypothesis is equivalent to the proposed population value
occurring in the confidence interval. The primary difference between a confidence interval and
the “do not reject” region for a hypothesis test is whether the interval is centered around the
sample statistic such as as in the confidence interval or around 0 as in the test of hypothesis



اتخاذ قرار المعنوية من حدود الثقة بطريقتين•

• How does the hypothesis testing procedure just described compare with that of
confidence intervals discussed in the previous chapter? When we conducted the
test of hypothesis regarding the production of desks, we changed the units from
desks per week to a z value. Then we compared the computed value of the test
statistic (1.55) to that of the critical values (-2.58 and 2.58). Because the

computed value was in the region where the null hypothesis was not rejected, we
concluded that the population mean could be 200. To use the confidence interval
approach, on the other hand, we would develop a confidence interval, based. The
interval would be from 197.66 to 209.34, found by
                                        Note that the proposed population value, 200, is within this
interval. Hence, we would conclude that the population mean could reasonably be 200.
• In general, H0 is rejected if the confidence interval does not include the

hypothesized value.
Diff ± Z* SE
 Diff ±
(203.5 – 200 ) ± 2.58*2.26

وبناءا على ھذا یمكن اخذ القرار من حدود الثقة المذكورة فى الجدول السابق والتى تمثل حدود الثقة للفرق
 فاذا كان الصفر یقع داخل ھذة الحدودx-  µ ≥ -2.33  ≤9.33بین متوسط المجتمع الحقیقى ومتوسط العینة المقدرة   

فاننا نقبل النظریة الفرضیة واذا لم یقع فاننا نرفض النظریة الفرضیة وحیث ان الصفر لا یقع لذا تم رفض النظریة الفرضیة
اى نرفض الفرض العدمى  وھى نفس النتیجة التى تحصلنا علیھا من حدود الثقة العادیة

OR µ -200 = zero
      µ -200 ≠ zero

اخذ القرار من الفرق بين متوسط العينة ومتوسط المجتمع وهذا مايتم فى
SPSSالبرنامج 



A One-Tailed
Test

For the one-tailed
test, the critical
value is 2.33, found
by:

(1) subtracting 0.01
from 0.5000 and

(2) (2) finding the z
value
corresponding
to 0.4900.



P-Value in Hypothesis Testing
• In testing a hypothesis, we compare the test statistic to a critical value. A decision is made to

either reject the null hypothesis or not to reject it. So, for example, if the critical value is 1.96
and the computed value of the test statistic is 2.19, the decision is to reject the null hypothesis.

• In recent years, spurred by the availability of computer software, additional information is
often reported on the strength of the rejection or acceptance. That is, how confident are we in
rejecting the null hypothesis? This approach reports the probability (assuming that the null
hypothesis is true) of getting a value of the test statistic at least as extreme as the value actually
obtained.

• This process compares the probability, called the p-value, with the significance level. If the p-
value is smaller than the significance level, H0 is rejected. If it is larger than the significance
level, H0 is not rejected.

• p-VALUE The probability of observing a sample value as extreme as, or more extreme than, the
value observed, given that the null hypothesis is true.

• Determining the p-value not only results in a decision regarding H0 , but it gives us additional
insight into the strength of the decision. A very small p-value, such as 0.0001, indicates that
there is little likelihood the H0 is true.

•  On the other hand, a p-value of 0.2033 means that H0 is not rejected, and there is little
likelihood that it

 is false.
• How do we compute the p-value? To illustrate, we will use the example in which we tested the

null hypothesis that the mean number of desks produced per week at Fredonia was 200. We did
not reject the null hypothesis, because the z value of 1.55 fell in the region between -2.58 and
2.58.

•  We agreed not to reject the null hypothesis if the computed value of z fell in this region. The
probability of finding a z value of 1.55 or more is 0.0606, found by 0.5000 - 0.4394.

•  To put it another way, the probability of obtaining an  greater than 203.5 if µ=200 is 0.0606.
• To compute the p-value, we need to be concerned with the region less than -1.55 as well as the

values greater than 1.55 (because the rejection region is in both tails).
• The two-tailed p-value is 0.1212, found by 2(0.0606).
• The p-value of 0.1212 is greater than the significance level of 0.01 decided upon initially, so H0 is

not rejected.
• The details are shown in the following graph In general the area is doubled in a two sided test



A p-value is a way to express the likelihood that H0
is false. But how do we interpret a p-value? We
have already said that if the p-value is less than
the significance level, then we reject H0 ; if it is
greater than the significance level, then we do not
reject H0. Also, if the p-value is very large, then it
is likely that H0 is true. If the p-value is small,
then it is likely that H0 is not true. The following
box will help to interpret p-values.

INTERPRETING THE WEIGHT OF EVIDENCE AGAINST H0
If the p-value is less than
(a) 0.10, we have some evidence that H0 is not true.
(b) 0.05, we have strong evidence that H0 is not true.
(c) 0.01, we have very strong evidence that H0 is not true.
(d) 0.001, we have extremely strong evidence that H0 is not true.





 Four Assumptions One Sample T-test
• Assumption #1:  Your dependent variable (Measure) should be measured at

the interval or ratio level (i.e., continuous) (scale in SPSS). Examples of
variables that meet this criterion include revision time (measured in hours),
intelligence (measured using IQ score), exam performance (measured from 0 to
100), weight (measured in kg), and so forth.

• Assumption #2: The data are independent (i.e., not correlated/related), which
means that there is no relationship between the observations. This is more of a
study design issue than something you can test for, but it is an important
assumption of the one-sample t-test.

• Assumption #3: There should be no significant outliers. Outliers are data points
within your data that do not follow the usual pattern (e.g., in a study of 100
students' IQ scores, where the mean score was 108 with only a small variation
between students, one student had a score of 156, which is very unusual, and may
even put her in the top 1% of IQ scores globally). The problem with outliers is that
they can have a negative effect on the one-sample t-test, reducing the accuracy of
your results. Fortunately, when using SPSS to run a one-sample t-test on your data,
you can easily detect possible outliers.

• Assumption #4: Your dependent variable should be approximately normally
distributed. We talk about the one-sample t-test only
requiring approximately normal data because it is quite "robust" to violations of
normality, meaning that the assumption can be a little violated and still provide
valid results. You can test for normality using the Shapiro-Wilk test of normality,



T- test two ta�ls





T cal > t
tab
Reject H0







Example of test of one sample by t-test T- test One ta�l



df = n-1 = 26 -1 =25 and alpha =
0.02

Fail to reject or
Accept H0



 

 

 

 

 



Assumptions one-sample t-test
• When you choose to analyses your data using a one-sample

t-test, part of the process involves checking to make sure
that the data you want to analyses can actually be analyzed
using a one-sample t-test.

• You need to do this because it is only appropriate to use a
one-sample t-test if your data "passes" four assumptions
that are required for a one-sample t-test to give you a valid
result.

• In practice, checking for these four assumptions just adds
a little bit more time to your analysis, requiring you to
click a few more buttons in SPSS when performing your
analysis, as well as think a little bit more about your data,
but it is not a difficult task.

• Before we introduce you to these four assumptions,
•  do not be surprised if, when analysing your own data

using SPSS, one or more of these assumptions is violated (i.
e., is not met).

• This is not uncommon when working with real-world data
rather than textbook examples, which often only show you
how to carry out a one-sample t-test when everything goes
well!

• However, don’t worry. Even when your data fails certain
assumptions there is often a solution to overcome this



SPSS calculations
• NOTE: SPSS only gives us the

p-value for a 2-tailed t-test.

• In order to convert this value into a one-tailed
test, per our example, we need to divide this
‘sig (2 tailed)’ value in half
(e.g., 0.025/2=0.01, rounded).

• Why?
• In short, one-tailed t-tests are twice as

powerful, because we simply assume that the
results cannot be different in the direction
opposite to our expectations.



Big t  Little p  ?
• Remember from a previous session that

every t-value that we might calculate is
associated with a unique p-value.

• In general, t-values which are large in
absolute magnitude are desirable, because
they help us to demonstrate differences
between our computed mean value and the
standard.

• Values of t that are large in absolute
magnitude are always associated with small
p-values.



 اولا اجراء اختبار ت لمتوسط عینة واحدة  من
بدون مقیاس لیكرتبیانات استمارة استبیان 

One sample t-test from
Questioners









http://courses.
csusm.edu/
resources/spss/









فى المثال السابق ھل تختلف متوسط درجة الامتحان التحریرى الاول
عن خمسة





 فى حالة عینة واحدةtاختبار 

Or µ -16 = 0
Or µ -16 ≠ 0



ادخال البيانات فى البرنامج لاحظ اننا لا نحتاج
Assumpt�on of one Sample t-testالى كود



Results Assumpt�on of one Sample no significant
outliers

• (Sig.) or P-value ≥
0.05     (Normality)



Score_Statانقل المتغیر       

 واكتب مستوى المعنویة الفا لوضع حدود الثقةOpt�onsاضغط على 



Test Value

یمكن اتخاذ القرار بثلاثة :القرار اتخاذ
طرق



P قیمة قسمة ھى حاصل واحد طرففى حالة اننا نرید اختبار النظریة الفرضیة من Pوفى ھذة الحالة یكون قیمة 
2 على SPSSالخارجة من جدول التحلیل فى برنامج 

قیمة بضرب نقوم طرفین من المعنویة ونرید معرفة واحد طرف من SPSSاذا كان ناتج التحلیل الخارج من برنامج 
P  طرفینلیعطى  2  فىالخارجة من الجدول





Syntax عن طریق SPSSیمكن عمل المقارنة فى حالة ان الفرض البدیل اقل من او اكبر من ولكن یمكن عملھ فى برنامج     SPSSفى برنامج 
اتخاذ القرار ھى طریقة الحسابات الیدویة لالطریقة الثالثة: 

 الجدوالیةt المحسوبة مع قیمة tعن طریق مقارنة قیمة 
. والعكس صحیحS�g الجدوالیة ترفض النظریة الفرضیة والفرق معنوى t المحسوبة اكبر من قیمة tاذا كانت قیمة 

µ ≤2.49فى هذا المثال وحيث ان الاختبار من طرفين باستخدام حدود الثقة يمكن معرفة  المعنوية        -
≥ -7.11

  13.51≥ µ ≥
8.89

16 - 2.49≥ µ ≥ 16 - 7.11

یمكن كتابة
النظریة الفرضیة
والبدیلة على ھذا

النسق

H0:
µ-16 =0
H1:
µ-16 ≠0

H0: µ-16 =0
H1: µ-16 ≠0

وبناءا على ھذا یمكن اخذ القرار من حدود الثقة المذكورة فى الجدول السابق والتى تمثل حدود الثقة للفرق
 فاذا كان الصفر یقع داخل ھذة الحدودx-  µ ≥ -7.11  ≤2.49-بین متوسط المجتمع الحقیقى ومتوسط العینة المقدرة  

فاننا نقبل النظریة الفرضیة واذا لم یقع فاننا نرفض النظریة الفرضیة وحیث ان الصفر لا یقع لذا تم رفض النظریة الفرضیة
اى نرفض الفرض العدمى  وھى نفس النتیجة التى تحصلنا علیھا من حدود الثقة العادیة

Diff ± t* SE
-4.8 + 2.145*1.079 = -2.48





Example using spss

• A researcher is planning a psychological
intervention study, but before he proceeds he
wants to characterise his participants' depression
levels.

• He tests each participant on a particular depression
index, where anyone who achieves a score of 4.0 is
deemed to have 'normal' levels of depression.
Lower scores indicate less depression and higher
scores indicate greater depression.

• He has recruited 17 participants to take part in the
study. Depression scores are recorded in the
variable dep_score. He wants to know whether his
sample is representative of the normal population
(i.e., do they score statistically significantly
diff l f 4 0) U 4



• Example :
• Most of the examples in this page will use a data file called one sample test, high school

and beyond.  This data file contains 200 observations from a sample of high school
students . Score of  writing (write) course,.

• A one sample t-test allows us to test whether a sample mean (of a normally distributed
interval variable) significantly differs from a hypothesized value.  For example, using
the following  data file, say we wish to test whether the average writing score (write)
differs significantly from 50.  We can do this as shown below.



• a.  - This is the list of variables.  Each variable that was listed on
the variables= statement in the above code will have its own line in

this part of the output.
• b.  N - This is the number of valid (i.e., non-missing) observations used in

calculating the t-test. 
• c.  Mean - This is the mean of the variable. (∑x/n)

• d.  Std. Deviation - This is the standard deviation of the variable
• e.  Std. Error Mean - This is the estimated standard deviation of the sample mean. 

If we drew repeated samples of size 200, we would expect the standard
deviation of the sample means to be close to the standard error.  The standard
deviation of the distribution of sample mean is estimated as the standard deviation
of the sample divided by the square root of sample size: = SD/(sqrt(n)) = 9.47859/
(sqrt(200)) = .67024.

H0:  µ=50     or
µ-50 =0
H1: µ ≠50    or
µ-50 ≠ 0
α : 0.05



• f. - This identifies the variables.  Each variable that was listed on
the variables= statement will have its own line in this part of the output.  If
a variables= statement is not specified, t-test will conduct a t-test on all numerical
variables in the dataset.

• g.  t - This is the Student t-statistic.  It is the ratio of the difference between the sample
mean and the given number to the standard error of the mean: (52.775 - 50) /
0.6702372 = 4.1403. Since the standard error of the mean measures the variability of the
sample mean, the smaller the standard error of the mean, the more likely that our
sample mean is close to the true population mean.  This is illustrated by the following
three figures.

In all three cases, the difference between the population means is the same.  But with
large variability of sample means, second graph, two populations overlap a great deal.
  Therefore, the difference may well come by chance.  On the other hand, with small
variability, the difference is more clear as in the third graph.  The smaller the
standard error of the mean, the larger the magnitude of the t-value and therefore, the
smaller the p value



• h. df - The degrees of freedom for the single sample t-test is simply the number of valid
observations minus 1.  We loose one degree of freedom because we have estimated the mean
from the sample.  We have used some of the information from the data to estimate the mean,
therefore it is not available to use for the test and the degrees of freedom accounts for this.

• i.   Sig (2-tailed)- This is the two-tailed p-value evaluating the null against an alternative that the
mean is not equal to 50.  It is equal to the probability of observing a greater absolute value of t
under the null hypothesis.  If the p-value is less than the pre-specified alpha level (usually .05 or
.01) we will conclude that mean is statistically significantly different from zero.  For example,
the p-value is smaller than 0.05. So we conclude that the mean for write is different from 50.

• j.   Mean Difference - This is the difference between the sample mean and the test value.
• k.  95% Confidence Interval of the Difference - These are the lower and upper bound of the

confidence interval for the mean. A confidence interval for the mean specifies a range of values
within which the unknown population parameter, in this case the mean, may lie.  It is given by

where s is the sample deviation of the observations
and N is the number of valid observations.  The t-value in the formula can be computed or found in
any statistics book with the degrees of freedom being N-1 and the p-value being 1-alpha/2,
where alpha is the confidence level and by default is .95. 
Note that 50 is not between upper and lower bound of CI so, we reject the null hypothesis

50 (والتى تعتبر تقدير لمتوسط المجتمع) بمقارنة متوسط المجتمع الحقيقى وهو 52.78بمقارنة قيمة متوسط العينة التى سحبت وهو •
(p/2=.0001/2 =0.00005 وذلك باحتمال (50 من اكبرنجد ان المتوسط  الحقيقى لدرجات الطالب فى الكتابة يكون 

  من القانونCIولمعرفة الحدود التى يقع داخلها المتوسط الحقيقى نكون حدود الثقة 

= 52.78 – (1.97)*(0.67) ≤ µ ≤ 52.78+ (1.97)*(0.67)
=                         51.45 ≤ µ ≤ 54.09

 لاتقع بین حدى الثقة لذا نرفض النظریة الفرضیة او الفرض العدمى50نظرا لان 

وحيث ان الصفر لا يقع
فى الحدود لذا تم رفض

النظرية الفرضية اى
نرفض الفرض العدمى

وهى نفس النتيجة التى
تحصلنا عليها من حدود

الثقة العادية



Depression score was statistically significantly lower than
the population normal depression score, t(16) = -2.33, p =

.033

t
Ind�cates that we are
compar�ng to a t-
d�str�but�on (t-test).

(16)
Ind�cates the
degrees of freedom,
wh�ch �s N - 1

-2.33

Ind�cates the
obta�ned value of
the t-stat�st�c
(obta�ned t-value)

p = .033

Ind�cates the
probab�l�ty of
obta�n�ng the
observed t-value �f
the null hypothes�s
�s correct.

Final
Conclusion



Final Conclusion
• Prior to conducting the analysis, the assumption of normally

distribution of difference scores was examined.  Histogram,
normal Q-Q plots, P- P plots and box-plots showed that difference
scores were approximately normally distributed with a skewness
of 0.00 (SE=0.752) and a kurtosis of 0.0812 (standard error
SE=1.481)  ( Cramer, 1998; Howih,2004 and Doane, 2011).

• A one-sample t-test was run to determine whether depression score in
recruited subjects was different to normal, defined as a depression
score of 4.0. Depression scores were normally distributed, as assessed
by Shapiro-Wilk's test (p > .05) and there were no outliers in the data,
as assessed by inspection of a boxplot. Mean depression score (3.66 ±
0.59) was lower than the normal depression score of 4.0, a statistically
significant difference of 0.33  (95% CI, 0.04 to 0.51), t(16) = -2.33, p =
.033.

• There was a statistically significant difference between means (p < .05)
and, therefore, we can reject the null hypothesis and accept the
alternative hypothesis



تحليل اختبار عينة واحدة لاكثر من
H0:  µengl�sh=80    or      µ-80 =0متغير

H1: µ ≠80    or       µ-80 ≠ 0



Test Value = 80
95% CI of Different P-value df t-

value
Mean ± SD Traits

Upper Lower
3.45 2.12 0.000 40

8 8.24*  82.79±6.84 English

0.07 -1.01 0.082 40
3

1.74 79.52±5.51 Writing

Note that: * indicate sig. at
0 05 %

ملخص
المخرجات







لاحظ
الفرق





الافضل فى الرسم هذا بدون
الوان

 لان الطباعة الابيض والاسود
سوف تلغى الالوان



 اولا اجراء اختبار ت لمتوسط عینة واحدة  من
تحتوى على مقیاسبیانات استمارة استبیان 
لیكرت

One sample t-test from
Questioners



التحلیل الاحصائى لاستمارة الاستبیان
Stat�st�cal analys�s of quest�onna�res

 (Likert Items)    وبنود ليكارت (Likert Scaleمقياس ليكارت  (
حول استخدام هذا المقياس  ظهرت مدرستين ولكل مدرسه اثباتاتها العلمية لطبعية•

الاستخدام, تدعم

) وهنا يسمىInterval Scaleالتعامل مع مقياس ليكارت كمقياس فتري (المدرسة الاولى •
.مقياس ليكارت 

 في القياس وتهتم بالدرجه النهائيه للمقياسالبارمتريةوهنا يتم استخدام المقايسس •
بخصوص  الصفه المقاسة ويشترط في بناء هذا المقياس ان تكون الفقرات مرتبطه ببعضها

وموجهة لقياس الصفه المطلوبة .

فانها تدعم فكرة استخدام مقياس ليكارت كمقياس رتبي او ترتيبياما المدرسة الثانية •
(Ordinal Scale فيااللابارمتريةويجب استخدام المقاييس بنود ليكارت  ) وهنا يسمى 

القياس, وهذا الاخير يرى وجوب التعامل مع مقياس ليكارت كبنود , اي ان كل بند يعامل
على حده , وبنود هذا المقياس لا يرتبط احدها بالاخر حيث كل بند يصف موقف معين.

 والشكل التالي يوضح الفرق بين الاثنين





مقياس
ليكارت

بنود
ليكارت



Test of one sample t-test from quest�onna�res w�th L�kert scale

When multiple Likert question responses are summed together (interval
data):
  • all questions must use the same Likert scale
  • must be a defendable approximation to an interval scale (i.e. coding indicates
  magnitude of difference between items, but there is no absolute zero point)
  • all items measure a single latent variable (i.e. a variable that is not directly
observed, but rather inferred from other variables that are observed and
  directly measured)
  • analyzed using parametric tests

اســتخدام اختبــار " مربــع كــاي " : يعتبــر اختبــار " مربــع كــاي" مــن الاختبــارات المهمـة فـي الإحصـاء ، حيـث•
أن لـه عـدة اسـتخدامات أو تطبيقـات متنوعـة وكـل منهـــا لا تقـــل أهميـــة عـــن الأخـــرى (كمـــا أنـــه يعتبـــر

أحـــد الأدوات المهمـــة فـــي الإحصـاء الـلا معلمـي أو الـلا برامتـري ) . ولعـل مـن أشـهر اسـتخدامات توزيـع مربـع
.. وهـذا الاختبـار وكمـا يتضـح مـن أسـمه يختبر ما إذا كان المتغيران مسـتقلين أم" اختبـار الاسـتقلال " كـاي هـو 

لا . فهـو لا يقـيس الارتبـاط أو لا يختبـر الارتبـاط ، حيـث توجـد مقـاييس واختبـارات أخـرى لاختبـار معامـل
الارتبـاط بــين المتغيــرين . كمــا أن اســتخدام اختبــار مربــع كــاي للاســتقلال لــه شــروط محــددة يجب التأكد

من توفرها قبل استخدامه .
" والــذي يستخدمه معظم ( أواختبــار التجــانس أو التماثــل * ومــن الاختبــارات المهمــة لتوزيــع مربــع كــاي " •

كل ) الطلاب والباحثين عند استخدام مقياس ليكرت ( أو غيـره ) لتوضـيح مـا إذا كـان هنـاك تجـانس أو تماثــل أو
تسـاوي فـي آراء أفـراد المجتمـع حـول الفقرات المختلفة لكل محور من محاور الدراسة . ً الخماسى لدرجة الموافقة

(موافـق إذا كان المقياس المستخدم هو مقياس ليكرت * فمثلا بشدة ، موافق ، محايد ، غير موافق ، غير موافق
بشدة ) فإن هذا الاختبـار يختبـر مـا  إذا كانـــت إجابـــات أفـــراد مجتمـــع الدراســـة تتـــوزع بالتســـاوي ( أو

بالتماثـــل ) علـــى هـــذه الإجابــات الخمســة اى أن الفــرض الصــفري لهــذا الاختبــار هــو أن هنــاك تجــانس (أو
تماثــل أو تســاوي ) فــي آراء أفــراد المجتمــع حــول درجــات الموافقــة الخمســة . فــإذا تــم رفـض هـذا الفـرض

ال ا أف ا آ ف ( ة ائ إ ة لال ذات وق ف و و أو ) ل اث ت أو لاف اخ ذا ه إ ف ف ال



Depending on how the Likert scale questions are treated, a number of
different analysis
methods can be applied:

1.  Analysis methods used for individual or item questions (ordinal data):
    • Bar charts and dot plots
                ‐ Not histograms (data is not continuous)
  • Central tendency summarised by median and mode
             ‐ Not mean
  • Variability summarised by range and inter‐quartile range
            ‐ Not standard deviation
  • Analyzed using non‐parametric tests (differences between the  medians of
comparable groups)
       ‐ Mann‐Whitney U test (see below)
        ‐ Wilcoxon signed‐rank test
         ‐ Kruskal‐Wallis test

2.  When multiple Likert question responses are summed or Average together
(Scale data):
     • All questions must use the same Likert scale
     • Must be a defendable approximation to an interval scale (i.e. coding
indicates magnitude of                           difference between items, but there is
no absolute zero point)
  • All items measure a single latent variable (i.e. a variable that is not
directly observed, but rather     inferred from other variables that are



Scale لعينة واحده من متوسط المحاور حيث نتعامل معه على انه متغير tاولا نقوم بعمل اختبار 
وبالتالى لازم نعمل

الافتراضات
H0 : U=3لنفترض اننا نريد عمل الاختبار التالى       

                             H1 : U ≠ 3
عدد الاستمارات الكلى
50





 وطبقا لنظرية النهاية المركزية لذا فان30 نظرا لان حجم العينة اكبر من Normalityلعمل اختبار الاعتدالية 
البيانات تتبع

منحنى التوزيع الطبيعى





Non-parametric
or Distribution Free

Tests













Nomin
al



Introduction
• Many statistical tests require that your data follow a normal distribution.
• Sometimes this is not the case.
•  In some instances it is possible to transform the data to make them follow a normal

distribution; in others this is not possible or the sample size might be so small that it is
difficult to ascertain whether or not the data a normally distributed.

•  In such cases it is necessary to use a statistical test that does not require the data to
follow a particular distribution.

• Such a test is called a non-parametric or distribution free test.
• The sign test is an example of one of these.
• The sign test
•  is used to test the null hypothesis that the median of a distribution is equal to some

value.
•  It can be used
• a) in place of a one-sample t-test
• b) in place of a paired t-test or
• c) for ordered categorical data where a numerical scale is inappropriate but where it is

possible to rank the observations.
• (Note that the Wilcoxon Signed Rank Sum Test is also appropriate in these situations and

is a more powerful test than the sign test.)
• The "paired-samples sign test", typically referred to as just the "sign test", is used to

determine whether there is a median difference between paired or matched
observations.

• The test can be considered as an alternative to the dependent t-test (also called the
paired-samples t-test) or Wilcoxon signed-rank test when the distribution of differences
between paired observations is neither normal nor symmetrical, respectively.

• Most commonly, participants are tested at two time points or under two different
conditions on the same continuous dependent variable. However, two different groups
of participants are possible as part of a "matched-pairs" study design.



What are non-parametric tests?

• Parametric’ tests involve estimating parameters such as the mean, and assume that
distribution of sample means are ‘normally’ distributed

• Often data does not follow a Normal distribution e.g number of cigarettes smoked,
cost to NHS etc.

• Positively skewed distributions

• What are non-parametric (NP) tests?

‘Non-parametric’ tests were developed for these situations where fewer assumptions
have to be made
Sometimes called Distribution-free tests
NP tests STILL have assumptions but are less stringent
NP tests can be applied to Normal data but parametric tests have greater power IF
assumptions met.
Ranks
Practical differences between parametric and NP are that
NP methods use the ranks of values rather than the actual values
E.g.

1,2,3,4,5,7,13,22,38,45    actual
1,2,3,4,5,6, 7,  8, 9,10      rank

Median
The median is the value above and below which 50% of the data lie.
If the data is ranked in order, it is the middle value
In symmetric distributions the mean and median are the same
In skewed distributions, median more appropriate
BPs:

135, 138, 140, 140, 141, 142, 143           Median=140

No. of cigarettes smoked:

0 1 2 2 2 3 5 5 8 10 M di 2 5

A positively skewed
distribution



• Parametric Test
• Also called Quantitative, Interval,

Ratio and Normal distributions
data

• Involve population parameters
– Example: Population mean

• Require interval scale or ratio
scale
– Whole numbers or fractions
– Example: Height in inches: 72,

60.5, 54.7
• Have stringent assumptions

Examples:
– Normal distribution
– Homogeneity of Variance
Examples: z - test, t - test

• Nonparametric test
• Also called Qualitative, Nominal and

Non-normal distributions data
• Statistic does not depend on population

distribution
• Data may be nominally or ordinally

scaled
– Examples: Gender [female-male],

Birth Order
• May involve population parameters

such as median
• Example: Wilcoxon rank sum test

• Advantage
• Used with all scales
• Easier to compute

– Developed before wide computer
use

• Make fewer assumptions
• Need not involve population

parameters
• Results may be as exact as parametric

procedures
• Disadvantage

• May waste information
– If data permit using parametric

procedures
– Example: Converting data from

ratio to ordinal scale
• Difficult to compute by hand for large

samples
• Tables not widely available





http://www.som.soton.ac.uk/learn/resmethods/stat�st�calnotes/wh�ch_test.htm
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Parametric / Non-parametric

Parametric Tests Non-parametric Tests

Single sample t-test Wilcoxon-signed rank test

Paired sample t-test Paired Wilcoxon-signed rank

2 independent samples t-test Mann-Whitney test(Note:
sometimes called Wilcoxon
Rank Sums test!)

One-way Analysis of Variance Kruskal-Wallis

Pearson’s correlation Spearman Rank

Repeated Measures Friedman
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• The Wilcoxon signed-rank test is based on the assumption that the
variable under consideration has asymmetric distribution—one that can
be divided into two pieces that

     are mirror images of each other—
• But does not require that its distribution be normal or have any other

specific shape.
•  Thus, for instance, the Wilcoxon signed-rank test applies to a variable

that has a normal, triangular, uniform, or symmetric bimodal
distribution but not to one that has a right-skewed or left-skewed
distribution.

• The next example explains the reasoning behind this test.

Wilcoxon Signed-Rank
Test



Total positive rank =
= 1+2+6 = 9
Total Negative rank =
= 7+9+3+5+4+10+8 = 46
القيمة الاقل هى قيمة الاختبار
اى

9انها هى 

n = 10 and α =
0.05



القاعدة اذا كان قيمة الاختبار (الاقل فى مجموع  القيم
ذات

الاشارة الموجبة او السالبة) اقل من اوتساوى القيمة
الحرجة

CV = Critical value and TS = Test
Statistical

9 ≤ 11
So, Reject H0







نضغط
هنا

الطريقة الالية
اول ثلاثة اختيارات فى

Nonparametric tests



نضغط
هنا



نضغط
هنا







P-value (Sig) = 0.061 > 0.05 not sig.
accept year = 37 as medianالطريقة الالية رقم واحد



لاحظ انه يوجد اربع اشياء
هى



2الطريقة الالية رقم 





• Prior to conducting the analysis, the assumption of normally distribution of
difference scores was examined.  Histogram, normal Q-Q plots, P- P plots and box-
plots showed that difference scores were not normally distributed with a
skewness of …. (SE=….) and a kurtosis of …. (standard error SE=….)  ( Cramer,
1998; Howih,2004 and Doane, 2011).

• The Wilcoxon One Sample Signed-Rank test   was run to determine whether age of
subjects was different from 37 years. Median Age depression score 43 was higher than
the normal Age score of 37, not statistically significant difference of z=27, p = .061.

• Test showed that There was a not statistically significant difference between median (p ˃
) d h f f il j h ll h h i d h l i

Reporting results

لحساب
الوسيط



 اولا اجراء اختبار ت لمتوسط عینة واحدة  من
تحتوى على مقیاسبیانات استمارة استبیان 
لیكرت

One sample t-test from
Questioners



Scale لعينة واحده من متوسط المحاور حيث نتعامل معه على انه متغير tاولا نقوم بعمل اختبار 
وبالتالى لازم نعمل

الافتراضات
H0 : U=3لنفترض اننا نريد عمل الاختبار التالى       

                             H1 : U ≠ 3
عدد الاستمارات الكلى
50





عمل اختبار عينة واحدة لكل سؤال من اسئلة الاستبيان نتعامل معه على انه اخبار لا
معلمى مباشرة







Copyright © 1998, Triola, Elementary
Statistics

ddi l

40
8

Analyzing categorical data
(Nominal Data)• Good examples of categorical variables are gender (with few exceptions

people can be only biologically male or biologically female), pregnancy  and
voting in an election.

Theory of analysing categorical data
• Trying to calculate the mean of a categorical variable is completely

meaningless.
• Therefore, when we’ve measured only categorical variables, we analyse

frequencies.
• That is, we analyse the number of things that fall into each combination
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اخذ عينة
من
 طالب20
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                            Goodness-of-Fit Test:

Equal Expected Frequencies

                         Unequal Expected
Frequencies
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Goodness-of-Fit Test:
1- Equal Expected Frequencies

• The goodness-of-fit test is one of the most commonly used statistical tests. It is
particularly useful because it requires only the nominal level of measurement.

• So we are able to conduct a test of hypothesis on data that has been classified into
groups.

• Our first illustration of this test involves the case when the expected cell
frequencies are

equal.
• As the full name implies, the purpose of the goodness-of-fit test is to compare an

observed distribution to an expected distribution.
• An example will describe the hypothesis-testing situation.
• Bubba’s Fish and Pasta is a chain of restaurants located along the Gulf Coast of

Florida. Bubba, the owner, is considering adding steak to his menu. Before doing so,
he decides to hire Magnolia Research, LLC, to conduct a survey of adults as to their
favorite meal when eating out. Magnolia selected a sample 120 adults and asked
each to indicate their favorite meal when dining out. The results are reported below.

• Is it reasonable to conclude there is no preference among the four entrées?
• If there is no difference in the popularity of the four entrées, we would
expect the observed frequencies to be equal—or nearly equal.
• To put it another way, we would expect as many adults to indicate they
preferred chicken as fish. Thus, any discrepancy in the observed and
expected frequencies is attributed to sampling error or chance.
• What is the level of measurement in this problem?
• Notice that when a person is selected, we can only classify the
selected adult as to the entrée preferred. We do not get a reading or
a measurement of any kind.
• The “measurement” or “classification” is based on the selected entrée

Favorite Entrée as Selected
by a Sample of 120 Adults





Assumption of Chi-square
Assumption #1: One categorical variable (i.e., the variable can be dichotomous,
 Nominal or Ordinal).
• Examples of dichotomous variables include gender (2 groups: male or female),

treatment type (2 groups: medication or no medication), educational level (2
groups: undergraduate or postgraduate) and religious (2 groups: yes or no).

• Examples of nominal variables include ethnicity (e.g., 3 groups: Caucasian, African
American and Hispanic), and profession (e.g., 5 groups: surgeon, doctor, nurse,
dentist, therapist).

• Examples of ordinal variables include Likert scales (e.g., a 7-point scale from
"strongly agree" through to "strongly disagree"), amongst other ways of ranking
categories (e.g., a 5-point scale for measuring job satisfaction, ranging from "most
satisfied" to "least satisfied"; a 4-point scale determining how easy it was to
navigate a new website, ranging from "very easy" to "very difficult; or a 3-point
scale explaining how much a customer liked a product, ranging from "Not very
much", to "It is OK", to "Yes, a lot"), and physical activity level (e.g., 4 groups:
sedentary, low, moderate and high).

Assumption #2: You should have independence of observations, which means that
there is no relationship between any of the cases (e.g., participants).

Assumption #3: The groups of the categorical variable must be mutually exclusive. For
example, if the four groups of a categorical variable, Physical Activity Level, were
"Sedentary", "Low", "Moderate" and "High", a case (e.g., a participant in an exercise
study) could only be in one of these four groups (e.g., a participant could not be
classified as having a "High" activity level and a "Low" activity level, but only one or
h h )
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• If the entrées are equally popular, we would expect
30 adults to select each meal.

• Why is this so? If there are 120 adults in the sample
and four categories, we expect that one-fourth of
those surveyed would select each entrée.

• So 30, found by 120/4, is the expected frequency for
each category or cell, assuming there is no
preference for any of the entrées. This information is
summarized in Table 17–2.

• An examination of the data indicates meat is the
entrée selected most frequently (35 out of 120) and
fish is selected least frequently (24 out of 120).

• Is the difference in the number of times each entrée
is selected due to chance, or should we conclude that
the entrées are not equally preferred?

TABLE 17–2 Observed and
Expected Frequency for
Survey of 120 Adults

To investigate the issue, we use the five-step hypothesis-testing procedure.
Step 1:State the null hypothesis and the alternate hypothesis .
H0: There is no difference in the proportion of adults selecting each entrée.
H1: There is a difference in the proportion of adults selecting each entrée.
Step 2: Select the level of significance. We selected the .05 significance level. The
probability is .05 that a true null hypothesis is rejected.
Step 3:Select the test statistic. The test statistic follows the chi-square distribution,
designated by X2
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Because there are four categories, there is k – 1 =
4-1=3 degrees of freedom. As noted, a category is
called a cell, and there are four cells.
The computed X2 of 2.20 is not in the rejection
region. It is less than the critical value of 7.815. The
decision, therefore, is to not reject the null
hypothesis. We conclude that the differences
between the observed and the expected
frequencies could be due to chance. That means
there is no preference among the four entrées.

2.2 < 7.81
accept H0



Chi-Square by SPSS All Categories are Equal
• Example
• A website owner, Christopher, wants to offer a free gift to people that purchase a

subscription to his website. New subscribers can choose one of three gifts of equal value:
a gift voucher, a cuddly toy or free cinema tickets. After 1000 people have signed up, the
number of gifts for a gift voucher (370), a cuddly toy (230) or free cinema tickets (400)
Christopher wants to review the figures to see if the three gifts offered were equally
popular.

• In this case, the three gifts a gift voucher, a cuddly toy or free cinema tickets reflect the
three groups of the categorical variable gift_type. The 1000 people that have signed up
reflect the "cases" (i.e., cases can be anything from "people", to "animals", "objects",
"organisations", and so forth).

• H0: there is no difference between the set of observed frequencies and the set of observed
frequencies and any difference between two sets of frequencies can be attributed to
sampling (chance)

• H1: there is a difference between the set of observed frequencies and the set of observed
frequencies

• There are two methods of entering data into SPSS in order to run a chi-square goodness-
of-fit test in SPSS.

• Common to both methods is a column in the SPSS data file for the categorical variable,
which in this example, we shall name gift_type. We have assigned codes of "1" for the gift
certificate, which we labelled "Gift Certificate", "2" for the cuddly toy, which we labelled
"Cuddly Toy", and "3" for the free cinema tickets, which we labelled "Cinema Tickets".

• If the frequency data has already been summated for the various
categories, we need to create a second column that contains
the respective frequency counts; we have called this variable
 frequency. This type of data entry is shown below:



• Note: If you have entered your data in this way, you cannot run the chi-square
goodness-of-fit test without first "weighting" your cases. This is a procedure that
tells SPSS that you have summated your categories. It is required because it
changes the way that SPSS deals with your data in order to run the chi-square
goodness-of-fit test.

   Data ……. Weighted cases….. Weighted cases by …….. Frequency

Do not forget change to
(Do not weight cases)
after finish chi square
by this way



• Alternatively, you may have the data in raw form (i.e., you have not summated the
frequencies). In this case, you do not need a second column as SPSS can calculate
the frequencies of occurrence of each category for you. This would mean that, in
this example, there are 1000 rows of data, of which the beginning of said data is
shown below: we need in this case 1000  cases

We do not need to
weighted cases in if
we use this way



Click Analyze > Nonparametric Tests > Legacy Dialogs > Chi-square... on the top menu as shown
below:

You will be presented with the Chi-
square Test dialogue box, as shown
below:
Transfer the gift_type variable into
the Test Variable List: box by using
the  button, as shown below:
Keep the All categories equal option
selected in the –Expected Values– area
as we are assuming equal proportions
for each category.
Click the OK button to generate the



We can see from this table that
our test statistic is statistically
significant: χ2(2) = 49.4,

p < .000. Therefore, we can
reject the null hypothesis and
conclude that there are
statistically significant
differences in the preference of
the type of sign-up gift, with less
people preferring the "Cuddly
Toy" (N = 230) compared to
either the "Gift Certificate“

(N = 370) or the "Cinema
Tickets" (N = 400).





اســتخدام اختبــار " مربــع كــاي " : يعتبــر اختبــار " مربــع كــاي" مــن الاختبــارات المهمـة فـي الإحصـاء ، حيـث أن لـه عـدة•
اسـتخدامات أو تطبيقـات متنوعـة وكـل منهـــا لا تقـــل أهميـــة عـــن الأخـــرى (كمـــا أنـــه يعتبـــر أحـــد الأدوات المهمـــة فـــي الإحصـاء
الـلا معلمـي أو الـلا برامتـري ) . ولعـل مـن أشـهر اسـتخدامات توزيـع مربـع كـاي هـو " اختبـار الاسـتقلال " .. وهـذا الاختبـار وكمـا يتضـح
مـن أسـمه يختبر ما إذا كان المتغيران مسـتقلين أم لا . فهـو لا يقـيس الارتبـاط أو لا يختبـر الارتبـاط ، حيـث توجـد مقـاييس واختبـارات
أخـرى لاختبـار معامـل الارتبـاط بــين المتغيــرين . كمــا أن اســتخدام اختبــار مربــع كــاي للاســتقلال لــه شــروط محــددة يجب التأكد

من توفرها قبل استخدامه .
* ومــن الاختبــارات المهمــة لتوزيــع مربــع كــاي " اختبــار التجــانس أو التماثــل " والــذي يستخدمه معظم ( أو كل ) الطلاب والباحثين•

عند استخدام مقياس ليكرت ( أو غيـره ) لتوضـيح مـا إذا كـان هنـاك تجـانس أو تماثــل أو تسـاوي فـي آراء أفـراد المجتمـع حـول الفقرات
المختلفة لكل محور من محاور الدراسة . ً الخماسى لدرجة الموافقة (موافـق إذا كان المقياس المستخدم هو مقياس ليكرت * فمثلا بشدة
، موافق ، محايد ، غير موافق ، غير موافق بشدة ) فإن هذا الاختبـار يختبـر مـا  إذا كانـــت إجابـــات أفـــراد مجتمـــع الدراســـة تتـــوزع
بالتســـاوي ( أو بالتماثـــل ) علـــى هـــذه الإجابــات الخمســة اى أن الفــرض الصــفري لهــذا الاختبــار هــو أن هنــاك تجــانس (أو تماثــل

أو تســاوي ) فــي آراء أفــراد المجتمــع حــول درجــات الموافقــة الخمســة . فــإذا تــم رفـض هـذا الفـرض الصـفري فـإن هـذا يعنـي
اخـتلاف أو عـدم تماثـل ( أو وجـود فـروق ذات دلالـة إحصـائية ) فـي آراء أفـراد المجتمـع حـول درجـات الموافقـة ويجـب أن يكـون ذلك

بمستوى دلالة محدد .



Goodness-of-fit - Unequal expected frequencies.

•  Example: Suppose that it was claimed that the car colors in your
area were present in the following proportions: 40% silver, 30% red, 20%
blue and 10% green. If you decided to test this claim and went out and
took a random sample of 150 cars you might end up with the following
results: 55 silver, 50 red, 32 blue and 13 green. Now you want to do an
hyopthesis test.

Doing the hypothesis test.
• The null hypothesis will be that the frequencies in your area are

consistent with those claimed.
• The alternative will be that one or more of the frequencies is different

from that claimed.
• We will use alpha = 0.05.
• The data is nominal and the Chi-Square statistic is appropriate.
• The critical value of the Chi-Square statistic with alpha = 0.05 and 4 - 1 = 3

degrees of freedom is 9.488. If the calculated value of Chi-Square is
greater than 7.815 we will reject the null hypothesis and accept the
alternative. Otherwise we will not reject the null hypothesis.

• To get the expected frequencies (E) we will multiply 100 (the number of
cars observed) by the percent of each car that we expected to find in
each class:







  categories in our
data files (e.g.
40,30,20 and 10)



نكرر
نفس

العملية
لادخال

كل
القيم

We can see from this table that
our test statistic is statistically
significant: χ2(2) = 1.372,
p = 0.712. Therefore, we can

not reject the null hypothesis
and conclude that there are
statistically not significant



The table below, Test Statistics, provides the actual
result of the chi-square goodness-of-fit test.
• We can see from this table that our test statistic is

statistically significant: χ2(2) = 49.4, p < .0005. Therefore,
we can reject the null hypothesis and conclude that
there are statistically significant differences in the
preference of the type of sign-up gift, with less people
preferring the "Cuddly Toy" (N = 230) compared to
either the "Gift Certificate" (N = 370) or the "Cinema
Tickets" (N = 400).

Reporting
Results
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Limitations of Chi-Square
If there is an unusually small expected frequency in a cell, chi-square (if applied)
might result in an erroneous conclusion. This can happen because fe appears in the
denominator, and dividing by a very small number makes the quotient quite large!
Two generally accepted policies regarding small cell frequencies
are:

1. If there are only two cells, the expected frequency in each cell
should be at least 5. The computation of chi-square would be
permissible in the following problem, involving a minimum  fe
of 6.

2.  For more than two cells, chi-square should not be used if more
than 20 percent of the  fe cells have expected frequencies less
than 5.

According to this policy, it would not be appropriate to use the
goodness-of-fit test on the following data. Three of the seven cells,
or 43 percent, have expected frequencies (fe) of less than 5.
To show the reason for the 20 percent policy, we conducted the
Goodness of-fit test on the above data on the levels of
management.  Output follows.

For this test at the 0.05 significance level, H0 is
rejected if the computed value of chi-square is
greater than 12.592. The computed value is 14.01, so
we reject the null hypothesis that the observed
frequencies represent a random sample from the
population of the expected values. Examine output.
More than 98 percent of the computed chi-square
value is accounted for by the three vice president
categories ([4.500 +0.250 +9.000]/14.008 =0.9815).
Logically, too much weight is being given to these
categories.
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The dilemma can be resolved by combining
categories if it is logical to do so. In the above
example, we combine the three vice
presidential categories, which satisfies the 20
percent policy.

The computed value of chi-square with the revised
categories is 7.26. See the following  output. This value
is less than the critical value of 9.488 for the 0.05
significance level. The null hypothesis is,
therefore, not rejected at the 0.05 significance level.
This indicates
there is not a significant difference between the
observed
distribution and the expected distribution.



تحتوى على مقیاس لیكرتاجراء اختبار مربع كاى من بیانات استمارة استبیان 
 = موافق جدا = موافق = محايد = غير موافق = غير موافق20%

: H0مطلاقا 



تحتوى على مقیاس لیكرتاجراء اختبار مربع كاى من بیانات استمارة استبیان 





اختبار كاى من الاستمارة على النوع او
على مستوى التعليم فى حالة تساوى

التكرارالمتوقع وعدم تساوى
التكرارالمتوقع كيف؟
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المستوى الاول: اساسيات التحليل الاحصائى للبيانات والاستبيانات
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